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Abstract: Basically, Video CCTV 1s a collection of frames that are executed n sequence. The frame contains
mformation of color values that will generate a color histogram values for determining the distance of two
frames. The distance of two frames used to determine the position of the frame in the segment. This research

1s done to find the similarity between frames. Research activities are divided into five levels: frame generation,
similarity calculation, shot segmentation, key frame selection and the final generation. Segmentation method
1s done by using a statistical model (Histogram difference and sum of absolute difference). Similarities between
the two frames are calculated based on the difference within two frames (Euclidean distance). The similarities
of the two frames will cause excessive frame. Similarities will also bring the same information with the selected

frame (key frame) so it 1s recommended to be removed.
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INTRODUCTION

Video retrieval i1s important in the orgamzation of
multimedia data, including CCTV video management.
Video retrieval included in the video summarization is
divided mto two types: static video summary and dynamic
video skimming (Truong andVenkatesh, 2007). Analysis
of the video mining can be carried out through four kinds:
frame, shot, scene and video sequences (Zhao et al.,
2007; Chergui et al., 2012).

CCTV video contamns multiple image frames that have
a specific pixel size. Each pixel has a different color value
mformation. The video document has two principal layers:
shot and scene (Zhu and Ming, 2008). Shot formed by
multiple frame sequences. Shot formed based on a camera
recording from the beginning to the end (Kang, 2001).
Scene is a part of the video that presented the relationship
between the content of which has some similarities shot
(Chergw et al., 2012).

CCTV video is divided into several frames in
accordance with the amount of recording time. Similar
frames will be grouped in one group. Each group selected
a single frame (or multiple frames) to be a key frame. The
process to divide the video into a collection of frames a
very meaningful can be done through a process
called video segmentation. Usually, segmentation method
performed by using the structure of the video sequences
or statistical models. In this research used statistical
methods using the Histogram Difference (HD) and Sum of

Absolute Difference (SAD). HD and SAD are used to
determine the similarity between the imitial frame to the
next frame based on the difference in distance (Euclidean
distance).

Literature review: Some research has been done to
determine the key frames selected from a collection of
frames. In the first paper describes the use of key frames
to perform video summary (Widiarto et al., 201 5ab). In the
second paper developed a classification system and video
indexing using key frame extraction (Sabbar ef af., 2012).
In another paper utilizes key frames to build a comic strip
(Widiarto ef al., 2015a, b). Several methods have been
performed to establish the key frames: based on the
human visual attention (the most important or the most
meaningful) (Potnurwar and Atique, 2014), based on
visual attention clues (saliency driven, task independent
and volition controled) (Peng and Q. Xiaolin, 2010), based
on shot segmentation (segmentation, keyframe, the
similarities and generation) (Widiarto et al., 2015ab),
based on three iso-content (distance, errors and
distortion) (Panagiotakis et al., 2009), based on the
panorama technology (Tanapichet et al, 2011),
based on two metrics (coverage and redundancy)
(Ventura et ai., 2013).

There are three approaches to determine key frame
(Angadi and Nak, 2014) sampling-based approach
(key frame is selected based on the sampling of the video
frame), shot-based technique (key frames selected from
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each shot segmentation) and object-based technique
(key frame selected by the object specified). Shot-based
technique is done by making a shot classification.
Classification and segments formed based on similarity
between frames. Similarity is determined by measuring the
color histogram for each frame. Several techniques have
been developed for the segmentation process: based on
graph theory, clustering algorithm, the process of merging
(Dal et al., 2012). Development of classification and
segmentation scene has done: create segmentation using
video and audio features (Sundaram and Chang, 2000)
Chang, segmentation scene using the Normalized graph
cuts (Neuts) (Zhao et al, 2007), segmentation scene
using Dominant sets, classification and segmentation of
the scene based on support vector machine (Zhu and
Ming, 2008, Song et al., 2010), using a Markov chain
Monte Carlo technique (Zhai and Shah, 2006), using
sinilarity measures (Burget ef al., 2013).

MATERIALS AND METHODS

This research is done 1 five levels frame generation,
similarity calculation, shot segmentation, key frame
selection, the final generation. Five levels are done with
the steps shown by the block diagram in Fig. 1. Frame
generation used to generate frame images from a CCTV
video. Similarity calculation will determine the position of
the frame on a particular segment. From the sumilarity
calculation process will be obtained shot segmentation to
determine the key frame. Set of key frames that will be
built as a means for video retrieval.

The original video is divided into multiple frames.
Each frame has information RGB color values (red, green
and blue) which will be read starting from the beginmuing
to the end. RGB color values of each pixel of each frame
will be calculated based on the number of color values to
generate a color histogram value. The color histogram
value is used as a guideline to determine the distance of
the frame.

The distance between the frames 1s calculated using
euclidean distance to determine the similarity of each
frame. The similarity calculation process will determine the
position of a segment of a frame. Segmentation is a
fundamental step in accessing, retrieving and browsing
which was formed based on the similarity. Similar frames
that will be located on the same segment. Each segment
taken some frame 15 called a key frame. Key frames are
formed in each segment are collected and reassembled in
sequence so that generate new video that represents the
contents of the original video.

Definition 1: Sum of absolut difference:

SADG, ) = 3 [BG, ) -F (x+i, y+j)

(i, i)W

F1 is the first frame and F2 is the second frame. SAD
1s the sum of absolut difference.

Definition 2: The Euclidean distance of frames (the first
frame and the next frame) is Sim (Fb, Fa):

Sim(Fb, Fa)= Cf(}ﬁst(Fb)m — Hist(Fa), )’

(=1

Hist (Fa) is the histogram value of frame Fa and
Hist(Fa) 1s the lustogram value of frame Fa. Sun (Fb, Fa) 1s
the similarity calculation of frame Fa and frame Fb.

1 Fa~First_frame

2 Fb~ Next_frame

3 Ha~Hist_value_of Fa

4 Hb~ Hist_value_of Fb

5 Comparing Hb(Fb)~ Ha(Fa)

3] BEGIN

7 IF Fb,Fa similar

8 BEGIN

9 IF Fb~ lastframe

10 BRegin

11 Tnerement (number of shot_seg)
12 FirstKeyFrame(i)- Fa
13 LastKeyFrame(i) - Fb
14 end

15 ELSE

16 Begin

17 Fc~ Next_Frame

18 Hc~ Hist_value_of Fc
19 remove(Fh)

20 Fc-Fh

21 end

22 END

23 ELSE

24  BEGIN

25 IF Fb - lastframe

26 Begin

27 Increment (number_of”_shot_seg)
28 First Key Frame(i)- Fa
29 LastKeyFrame(i) - Fb
30 end

31 ELSE

32 Begin

33 Fc~ Next  Frame

34 Hc+~ Hist wvalue of Fc
35 Tncrement (number of shot seg)
36 First Key Frame(i)- Fa
37 LastKeyFrame(i) - Fb
38 Fc-Fa

39 end

40 END

41 END

The process of browsing and retrieval is done with
the main focus of the video segmentation process based
on key frames. Video segmentation 1s formed of video
frames in sequence, each frame is analyzed Frame
analysis was performed using the color histogram.
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Fig. 1: Block diagram of the proposed method

Calculation of the color histogram is done to red,
green and blue. Calculation of the histogram is also done
for the listogram of gray color. Histogram value is
calculated for each frame in the onginal video, then the
value histogram of each frame in comparison. The color
histogram of a frame compared to the next frame using the
calculation of distances between frames (Euclidean
distance). If the distance between the two frames is
smaller than the specified threshold, then the two frames
are Similar. Tf the distance of two frames exceeds a
threshold, then the two frames are called dissumailar. If two
frames are similar, the frames are said to be redundant and
does not provide more information than the currently
selected frame, so one of the frame 1s removed.

RESULTS AND DISCUSSION
This research calculates similarity using the
Euclidean distance based on the Histogram Difference
(HD) and the Sum of Absolute Difference (SAD). The
similarity is calculated to determine the classification and
segmentation shot. Histogram of the first frame

(frame#0179); red color [1-256] = 120, 302, 285..., 944358,
green color [1-256] = 234, 436, 1221 ..., 934334, blue

223

Thefina
generation

segmentation

color [1-256] = 2433, 2349, 4108 .., 938755; gray color
[1-256] =10, 15, 21 ..., 947645, Histogram of the second
frame (frame#0180), red color [1-256] = 123, 284, 430 ..,
944397, green color [1-256] =145, 521, 434 ..., 934432, blue
color [1-256] = 1323, 1421, 2131 .., 937979, gray color
[1-256]=27,14, 40 ..., 947942

Euclidean distance of two frame (frame#0179 and
frame #0180): red color [1-2536] =9, 324, 21025 ..., 1521,
green color [1-256] = 7921, 7225, 619369 ..., 9604; blue
color [1-256] = 1232100, 861184, 3908529 ..., 602176, gray
color [1-256]=289,1,361 ..., 88209. Sum of red color
[1-256] = 2185754365, average of red color = 46752.05199.
Sum of green color [1-256] = 2695769687, average of
green color 51920.80206. Sum of blue color
[1-256] = 1912629656, average of blue color = 43733.62157.
Sum of gray color [1-256] = 2803243562, average of gray
color = 53788.87954.

The calculation of the distance (Euclidean distance)
based on the HDs frame#0179 and #0180, data showed:
red color = 46752.05199, green color = 51920.80206, blue
color=43733.62157, gray color = 53788.87954. The results
of distance calculation is obtained that the value is below
the threshold (60000) as shown in Fig. 2 so 1t is said that
the frame #0179 and #0180 are similar.



Color Histogram of Framel

The Soc. Sci., 12 (2): 221-226, 2017

Value [1] [2] 31 i [256]
Red 120 302 285 umaa 944358
Green 234 436 1291 o 934334
Blue 2433 2349 4108 ..... 938755
Gray 10 15 21 o 947645
Color Histogram of Frame2
Value [1] [2] B [256]
Red 123 284 430 oo 944397
Green 145 521 434 ..... 934432
Blue 1323 1421 2131 o 937979
Gray 27 14 A0 e 947942
Euclidean distance (Frame2 - Framel)
Value [1] [2] 3] s [256] Sum Sqrt
Red 9 324 21025 ..... 1521 2185754365 46752,05199
Green 7921 7225 619369 ..... 9604 2695769687 51920,80206
Blue 1232100 861184 3908529 ..... 602176 1912629656 43733,62157
Gray 289 1| 361 s 88209 2893243562 53788,87954
Fig. 2: Histogram value of frame #0179 and #0180, similar
Sum of Absolut Difference (1667x2292)
Framel Frame2 Absolut Sum (Komulatif)
Cell R G B R G B Difference Red Green Blue
(1,1) 255 255 255 255 255 255 0 O O o ) o
(1,2) 255 255 255 255 255 255 0 O O o o o
(1,3) 255 255 255 255 255 255 0 O O o o )
(21) 255 255 255 255 255 255 0 O O o ) )
(2,2) 255 255 255 255 255 255 0 O O o 0 )
(5-7.7:2.2.1) 50 92 135 50 88 127 9 4 8 21978234 18979866 21240502
(677,222) [ 58 | 92 137[ 50| 82 130[ 8] 3 7 21978242 18979869 21240509
(677,223) 56 | 92 | 142 50 [ 88 |137 6 [[4 ] 5 21978248 18979873 21240514
(16;7:2-2‘90} 255 255 255 255 255 255 0 O O 51724312 48972314 52139131
(1667,2291) 255 255 255 255 255 255 0 O O 51724312 48972314 52139131
(1667,2292) 255 255 255 255 255 255 0 O O 51724312 48972314 52139131

Sum of Absolut Difference (SAD)
Cell (1667x2292) = 3820764

51724312
3820764

48972314
3820764

52139131
3820764

Average of SAD (SAD / Cell)

[13,53769 [ 12,81741 [ 13,64626 |

Fig. 3: Sum of absolut difference value of frame#01 7% and frame#0180, similar

The distance calculation using the SAD applied to all
frames. The calculation is performed on all pixels of the
frame. Each frame is compared by calculating the absolute
difference in color value for each cell. For example in the
frame #0179 and #0180, the value of the red color in the
cell (677=222) to frame #0179 is 58 and the value of the red
color for the frame #0180 is 50, so the absolute value of
the difference 1s |58-50| = 8 The previous cumulative
value (at 677x221) 1s 21978234, so the cumulative
value of the red color for the cells (677x222) is
2197823448 = 21978242,

Implementation of the green color of the cell
(677x223), the value of the frame #0179 cells (677x223) 1s

92, the value of the frame #0180 on the same cell 13 88, so
that the absolute value of the difference is | 92-88 | = 4.
The cumulative value of green in the cell (677%223) is
18979869+4 = 18979873,

All values of the absolute differences are calculated,
so that the SAD values ?7obtained in the red, green, blue
is 51724312, 48972314; 52139131. The size of 16672292
pixels (3820764 cells), the average value of SAD for red,
greer, blue 1s 13.53769; 12.81741; 13.64626.

The results of distance calculation by SAD (frame
#0179 and #01 80) obtained values as shown in Fig. 3. The
distance by SAD (frame #0180 and #0181) 1s shown in
Fig. 4. The distance between the frame #0179 and #0180
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Sum of Absolut Difference (1667x2292)

Framel Frame2 Absolut Sum (Kemulatif)
Cell R G B R G B Difference Red Green Blue
(1,1) 255 255 255 255 255 255 0 0 O 0 o 0
(1,2) 255 255 255 255 255 255 0 O O o] o [}
(1,3) 255 255 255 255 255 255 0 O O 0 o [o}
(2,1) 255 255 255 255 255 255 0 O O 0 o 0
(2,2) 255 255 255 255 255 255 O o o (o] o] [0}
(677,221) 50 88 127 24 20 19 26 68 108 59899682 79998874 121657389
(677,221) 50 | 89 130| 24 | 20 19 | 26| 69 111 59899708 79998943 121657500
(677,221) 50 88 | 137 25 21 I 20 7 |117 59899733 79999010 121657617
(1667,2290) 255 255 255 255 255 255 0 O O 229742812 241529637 237412028
(1667,2291) 255 255 255 255 255 255 0 O O 229742812 241529637 237412028
(1667,2292) 255 255 255 255 255 255 0 O O 229742812 241529637 237412028

Sum of Absolut Difference (SAD)
Cell (1667x2292) = 3820764
Average of SAD (SAD / Cell)

229742812 241529637 237412028
3820764 3820764 3820764
[ 60,13007 | 63,21501 [ 62,13732

Fig. 4: The first frame (frame #0180) and the second frame (frame #0181) are dissunilar

Table 1: Experimental results of shot segmentation using hd and SAD
video 1)

HD SAD

Frames number ~ No. of frames Frames number ~ No. of frames

1-36 316 1-36 316
37-180 144 37-180 144
181-288 108 181-288 108
289-576 288 289-576 288
577-780 204 577-780 204
781-876 96 781-876 96
877-1044 168 877-1044 168
1045-1164 120 1045-1164 120
1165-1212 48 1165-1212 48
1213-1248 36 1213-1248 36
1249-1692 444 1249-1692 444
1693-1884 192 1693-1884 192
1885-1980 96 1885-1980 96
1981-2064 84 1981-2064 84
Table 2: Experimental results of frames number (video 2)

HD SAD

Frames number  No. of frames Frames number  No. of frames
1-72 72 1-72 72
73-204 132 73-204 132
205-300 96 205-300 96
301-564 264 301-564 264
565-792 228 565-792 228
793-912 120 793-912 120
913-984 72 913-984 72
985-1236 252 985-1236 252
1237-1344 108 1237-1344 108
1345-1608 264 1345-1608 264
1609-1704 96 1609-1704 96
1705-1956 252 1705-1956 252

did not exceed the threshold so the frame #0179 and #0180
are similar. The distance between the frame #0180 and
#0181 exceeds the threshold, so the frame #0180 and
#0181 are dissiumilar. Overall, the process of determiming
similarity is applied to the two videos (video 1 and 2),
obtained the number of segments and the number of
frames shown mn Table 1 (video 1) and Table 2 (video 2).

CONCLUSION

Video analysis 1s done on a frame that 1s part of the
video. Each frame 1s analyzed on the information value of
the color (red, green and blue) which raises the value of
the color histogram. The value of the color histogram is
processed to produce the distance between the frames
that are used to determine the similarity of each frame.
Similarities frame determine the position of the frame on a
particular segment, the frame similar grouped m one
segment. Hach segment is talken a few frames to be used
as key frames. Histogram difference and sum of absolute
difference is used in the process and the Euclidean
distance 1s used for the measurement of similarity. The
similarities of the two frames causes: excessive frame and
the duplicate information. Frame which has some
similarities recommended for removal. Set of key frames
are arranged in sequence so that generate a new video
that is ready for use in the video retrieval process.
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