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Abstract: Prey-Predator algorithm is a new metaheuristic algorithm developed for optimization problems. It is
mspired by the mnteraction between a predator and preys of animals in the ecosystem. In this study, researchers
have used the Prey-Predator algorithm to tram the radial basis function neural networks. The most important
in the training is finding the parameters including the centers, the widths and the output weights. Researchers
have compared the performance of the new algorithm with the genetic algorithm on a logic programming data,
iris flowers data set and new thyroid data set. The sum square error function was used to evaluate the
performance of the algorithms. From the computational results, researchers found that Prey-Predator algorithm
is better in improving the performance of radial basis function neural.
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INTRODUCTION

Radial Basis Function Neural Network (RBFNN)
15 a three layer feed forward neural network wiich
is addressed by wviewing a network design as an
approximation problem in a high dimensional space
(Dhubkarya et al., 2010, Rojas, 1996; Taghi et al., 2004,
Venkatesan and Amtha, 2006, Xiacbin, 2009). The
importance of the network comes from that it has
simple network structure, faster learning algorithm, high
approximation capabilities and has been widely applied in
many science and engineering fields (Hamadneh et al.,
2012a, b; Rojas, 1996). For traming the networks, deferent
metaheuristic optimization algorithms have been used
such as genetic algorithm and particle swarm optimization
algorithms (Eberhart and Kennedy, 1995, Kennedy and
Eberhart, 1995; Ustun, 2007). Genetic algorithm is suitable
to the problem of training RBFNNs because it is good at
exploring the entire space m an mtelligent way to find
values close to the global optimum (Ustun, 2007). In
general, the problem of training networks is actually
an unconstrained nonlinear minimization problem
(Zhang et al., 1998).

For a long time scientists have been trying to develop
methods for the problem of training neural networls
(Parker and Lee, 2003; Zhou and Liu, 2006). Several
metaheuristic algorithms had been developed which offer
better results such as an error as small as possible. PPA
is developed for optimization problems. The algorithm is

a more general algorithm where some of well known
algorithms including simulated annealing, particle swarm
optimization, firefly algorithm and evolutionary strategy
become 1its special case. It 1s inspiwed by how the
predators run after their preys and how the preys try to
survive in the ecosystem. PPA is a trajectory based
metaheuristic optimization algorithm which used the
concept of distance to update the location of the
solutions using a term called velocity. Whereas GA is not
a trajectory based rather it switches chromosomes which
are the building block of the solutions to create a new
solution. The aim of this study is developing the prey
predator algorithm to use m traiming the neural networks.

RADIAL BASIS FUNCTION NEURAL
NETWORKS

The advantages and the importance of the RBFNNs
comes from that they have a simple topological structure
and thewr ability to reveal how learming proceeds m an
explicit manner. RBFNN has typically three layers
(Moody and Darken, 1989): namely, an input layer, a
hidden layer (Sathasivam ef @l., 2011) and a linear output
layer as shown in Fig. 1. The hidden layer neurons receive
the input information followed by certain decomposition,
extraction and transformation steps to generate the output
information. RBFNNs with good specification should
have less hidden umts and high prediction accuracy. So,
the effective number of the hidden neurons is a relatively
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Fig. 1. Structure of a radial basis function neural networlk
with one output neuron

small number. The interpolating function has to pass
through all the traimng data points. Accordingly, the
RBFNN technique has the following form:

FLx)= 3 Wa (X, ()

Where:
F.(x;) = The actual output value of the output neuron T
which corresponds to the input value x, € %"

w, = The output weight between the hidden neuron m
and the output neuron 1.

¢, = The activation function in mdden neuron m

] = The number of hidden neurons

The followmng equation gives the activation
function (Gaussian function) which i1s used in RBFNN
(Sathasivam et al., 2011):

N, 7
hz=1whm RE] -tm

_ 2)
Paix)=e

Where:

O = The radial basis function in hidden
neuron m

¢, and 0%, = The center and the width of the
hidden neuron m, respectively

%= (x', %%, X' = A value entered in the input layer

xex, = An element in x; entered m the 1nput
neuron h

W = The constant input weight between
the mput neuron and the hidden
neuron m

N = The number of the input neurons

(1.e., Dimension of x,)

The traming set (Lowe, 1989, Moody and Darken,
1989; Sathasivam ef af., 2011) m RBFNN 1s represents
associations to a given finite set of input-output data.
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The actual output value is represented by the map F,
that is encoded by the binary values {0, 1}. Researchers
have replaced F and T by 0 and 1, respectively to
emphasize false and true. The difference between the
actual values and the output target values can be
obtained by using a differentiable function such as the
sum of squared error 3SE function (Ling ef al, 2011,
Liu, 2010; Schwenker et al., 2001 ):

R
SSE =3 (0,-Y,)’° 4
i1
Where:
Y; = The actual output value that represents the output
target value O,
R = The number of input data

PREY-PREDATOR ALGORITHM

Prey-Predator ~ Algorithm  (PPA)
metaheuristic algorithm introduced for optimization
problems (Tilahun, 2013). Tt is inspired by the interaction
between a predator and preys of animals in the
ecosystem. In the algorithm, randomly generated
solutions will be assigned as a predator and preys
depending on their performance on the objective function.
A solution with least performance will be assigned as a
predator eand the others preys. A prey with better
performance 1n the objective function will be called best
prey. After the assignment of predator and preys, the
preys will run away from the predator and follow preys
with better performance. The predator the
exploration by running randomly and chasing the prey
with least performance. The updating 1s done using two
basic concepts; direction and step length. These are two
step lengths, one for the purpose of exploitation A, and
the other for exploration A, The direction of the predator
1s computed in such a way that it will run after a pray with
least performance i the objection function and also run
randomly. Suppose x, is the predator then its new location
will be:

5 a new

does

4

x,new =x old+i,  rand +i  (x -x old)

where, x 1s a prey with least survived value. The best prey
will totally focus on exploitation. m random direction will
be generated where m is an algorithm parameters which
determine the number of the directions for local search.
And also, if there 15 any direction which mmproves the
performance of the best prey if it go in that direction then
the best prey will done in that direction. Otherwise it will
remain in its current position. The other prey follows
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better prey where better preys are preys with better
performance of the objective function provided that
probability of following 1s met. If probability of follow up
15 not they will randomly run away from the predator.
Hence, the predator works as an agent for exploration
when as the best prey for exploitation.

The best prey mn the other hand does only a local
search for exploitation purpose. The main steps of the
algorithm are as follows:

Generate random solutions

Calculate the performance of the solutions in the objective fimction
and assign the solution with least performance as a predator, the
solution with the best performance as best prey and the rest as preys
Move the predator randomly and also towards the prey with least
performance

Generate random directions around the best prey. If there is any
direction which increases the performance of the best prey then the
best prey moves in that direction. Otherwise, keep the best prey in
its current position

If the probability of follow-up is met move the preys towards better
preys and also with a local search. Tf the probability of follow-up is
not met move then the preys randomly away from the predator
Update list of preys best prey and predator

If a termination criterion is met stop else go to step 3

Step 1:
Step 2:

Step 3:
Step 4:

Step 5:

Step 6:
Step 7:

RESULTS

Logic programming in radial basis function neural
network: A proportional logic programming is a set of
clauses which in turn consist of literals, i.e., atoms and
negated atoms only. A clause has the form:

vA «—vB
=1 ! =1 ]
Where:
A, = Anatom
B, = A literal

A logic programming 1s in Conjunctive Normal Form
(CNF) 1f and only if has the form:

where, F, 15 a clause i Disjunctive Normal Form (DNF). A
clause is in DNF if it is in form:

Z:\H/Al,neN
1=1

where, A are literals. Consider the clause (5) as an
example of representing a logic programming in RBFNNg
(Hamadneh et af., 2012a, b). By using Eq. 6, researchers
have generated the training data as shown in Table 1.
After 1000 iterations, researchers mdicate that the SSE
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through PPA is considerably smaller than the SSE
through GA as shown in Table 2. In addition, the
performance of PPA on convergence speed is slightly
better as shown in Fig. 2:

AVA VA VA, VoA, (4)
where, A, 1s an atom for all 1:
X= Z Boolean values of the atomes - )

Z Boolean values of the negated atomes

where, x is the input data in training data in a clause. The
Boolean values are {0, 1}. Researchers have replaced F
and T m the neural networks by 0 and 1, respectively to
emphasize false and true.

Iris data set: In this study, researchers used the iris
flowers data set (Merz and Murphy, 1996) as an example
of data analysis in radial basis function neural
network to evaluate the performance of GA-RBFNNs and
PPA-RBFNNSs,
follows: 4 input neurons, 12 hidden neurons and three
output neurons. In iris flowers data set there are three iris

The structure of the networks 15 as
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Fig. 2: SSE of PPA-RBFNN and GA-RBFNN on clause (6)

Table 1: Training data of clause (6)

Input data Qutput target data
-1 0
0 1
1 1
2 1
3 1
4 1

Table 2: Result of PSO-RBFNN and GA-RBFNN on clause (6)

The No. of No. of No. of

algorithms _input neurons  hidden neurons  output neurons SSE
GA 5 3 1 0.2736
PPA 5 3 1 0.0359
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Table 3: Results of PRO-RBFNN and GA-RBFNN on iris data

Algorithm No. of input neurons  No. of hidden neurons  No. of output neurons  +/Total S8E of training data «JTotal SSE of testing data
GA 4 12 3 1.5143 2.1788
PPA 4 12 3 1.3217 1.9567

Table 4: Result of PSO-RBFNN and GA-RBFNN on the new thyroid data set

Algorithm No. of input neurons Neo. of hidden neurons No. of output neurons Total 8SE of training data +/Total 8SE of testing data
GA 5 15 3 3.3818 3.5373
PPA 5 15 3 2.3622 2.6976
149 — GA 307 —ga
-———PSO
- 55 e PRA
104 20
84 2 154
2 2
w1
6 104
44 k\\ 5
\ 3
2+ —
N 0 T T T T T T T T T 1
0 0 100 200 300 400 500 600 700 800 900 1000
T T T T T T T T T 1 . .
0 100 200 300 400 500 600 700 800 900 1000 No. of iteration

No. of iteration

Fig. 3: SSE of PPA-RBFNN and GA-RBFNN on iris data

species, 1r1s setosa, iris versicolor and iris virgimca. The
data consists of 150 data points from three classes
divided to 50 data points for each class.

There are four dimensions (a multidimensional data
set) to discriminate the data which are petal lengths, petal
widths, sepal length and sepal widths. So, researchers
used four input neurons in RBFNNs. To examine the
performance of GA-RBFNN and PPA-RBFNN on iris
flowers data set, the first ten points (represents 20%) for
each kind for measurements will suffice these data are
called traiming data. On the other hand, the second ten
points (represents 20%) for each kind for measurements
was used as a testing data. As a result of traming
GA-RBFNN and PSO-RBFNN, the sums of the squared
errors for 1000 iterations are calculated as shown in Fig. 3.
A comparison between the two algorithms indicates
that even though the mimimum SSE in PPA-RBFNNs
is considerably smaller than the minimum SSE in
GA-RBFNNs as shown in Table 3. The performance of
PPA-RBFNNs on convergence speed 1s slightly better as
shown in Fig. 3.

New thyroid data set: The new thyroid set was used for
trying to predict the state of the thyroid gland (Merz and
Murphy, 1996). It consists of three classes which are
normal, hyper and hypo. Their classes consist of
150, 35 and 30 points, respectively. Attributes are T3-resin
uptake test (A percentage). Total serum thyroxin as
measured by the Isotopic Displacement Method, total
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Fig. 4. S3E of PPA-RBFNN and GA-RBFNN on new
thyroid data set

serum triiodothyronine as measured by radiommmuno
assay, basal Thyroid-Stimulating Hormone (TSH) as
measured by radioimmuno assay and maximal absolute
difference of TSH value after injection of 200 pg of
thyrotropin-releasing hormone as compared to the basal
value. Researchers used the first ten pomnts m each class
as a training data. On the other hand, the second ten
points for each kind for measurements was used as a
testing data. In this study, the structure of the network is
as follows: 5 input newrons, 15 hidden neurons and
3 output neurons. As a result of traiming GA-RBFNN and
PSO-RBFNN, the sums of the squared errors for
1000 iterations are calculated as shown in Fig. 4. A
comparison between the two algorithms indicates that
even though the mmimum SSE in PPA is considerably
smaller than the minimum SSE in GA as shown in Table 4.
The performance of PPA on convergence speed 1s slightly
better as shown in Fig. 4.

CONCLUSION

The artificial neural networks have been employed
widely in a number of applications. This is because of
their fault tolerance, of
robustness, adaptive learning ability and massive parallel

fascinating characteristics

processing capabilities. In this study, researchers have
developed successfully, the prey predator algorithm to be
a new neural learning algorithm.
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The computational results for training a logic
programming data, iris data and new thyroid data set
show the performance of GA and PPA in enhancing
RBFNNs learning. The results are shown that the prey
predator algorithm performs better than genetic algorithm
i traiming radial basis function neural networks in
minimizing the error. Tn addition, the convergent speed of
the prey predator algorithm is better. In other words, the
prey predator algorithm is faster than genetic algorithm in
the traimng.
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