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Abstract: This study has investigated the effect of multicollinearity and the sensitivity of three different
estimation methods of a Simultaneous equation econometric model. A Monte Carlo approach was employed
for a three equation just identified model. The anlaysis for sample size n = 100 replication, R = 200 revealed the
preference order of 38LS, 281.S and OLS using both mean and bias estimation criteria.
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INTRODUCTION

Multicillinearity 1s one of the known associated
problems with the best linear regression model. When the
measured explanatory variables are too highly inter-
corelated to allow precise analysis of their individual
effects, we have multicollinearity. This problem which 1s
peculiar in single equation estimation 1s addressed here
by the introduction of simultaneous equation model.
However, this problem may still exist in individual
equations of the Simultaneous equation model.

To this end, we have employed a Monte Carlo
approach to under study the comparative performance of
three estimation methods under various degrees of
correlation among the three specified exogenous
variables.

The use of Monte Carlo approach has been
supported by Wagnar (1958), Parker (1972), Hendry
(1976), Johnston (1984) and Kutsoyiannis (2001), the
approach has found extensive use m the fields of
operational research, nuclear physics and a host of others
where there are varieties of problem beyond the available
tools of theoretical mathematics.

Studies on estimation under multicollinearity effects
of simultaneous models revealed that a high degree of
multicollinearity among the explanatory variables has a
disastrous effect on estimation of the coefficients, P by
the OLS (Mishra, 2004). This method was considered by
Pleli and Tankovic (2005) as naive approach because the
estimators are biased and inconsistent (2315, TL.S) and
full-mformation approach (3SLS, FIML). Adenomon and
Fesojaiye (2008) merely compared the Seemingly
Unrelated Regression (SUR) with the OLS technique and
confirmed the superiority of the SUR estimator to the OLS
estimators. In the opmion of Ayinde (2007), where he

compared OLS with some GLS estimators, he observed
that with increasing replications OLS estimator is
preferred m estumating all the model parameters at all
levels of correlation. However, this opmion negates that
of Pleli and Tankovic (2005) in which they advised an
econometrician to avoid the use of naive approach
(OLS) m estimating the parameters of a system of
simultaneous equations.

MATERIALS AND METHODS

Presentation of the model design: The following model
with three structural equations are designed and
presented thus:

Vie = P T Y13 + Vi + 0,
Vo = PaYie T YaXn + Yoks + Uy
Vo = Baa¥oe + ¥YarXe + Yok + Uy (M

Where, vy,-v;, are the endogenous varables and
XX, are the exogenous or predetermined variables. The
u,-u, are the random disturbance terms which are
assumed to be independently and identically normally

distributed with zero means and finmite matrix, 1.e., U
NID (0, ¥).

Procedure for data generation: In order to ensure that the
data conform to all the specifications of the econometric
model, the data series are generated as follows:

(), t =1, 2 N)T of
independent or exogenous variables are randomly
and uniformly generated using Kmenta and
Toseph (1963) and Kmenta (1971) to ensure they
conform to the following scenario:

* The vector

N I
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¢+ When the exogenous variables (X,-X,,) selected

are relatively highly negatively correlated
(pxx;<-0.05). This is considered as the incidence
of high negative multicollinearity and so referred
to as category |
¢+ When the exogenous variables (X,-X,,) selected
are feebly negatively or positively correlated
(-0.05=px;x;2+0.05). These are considered as the
incidence of feebly negative or positive
multicollinearity and henceforth referred to as
category TI
+  When the exogenous variables (X,-x;,) selected
are telatively highly positively correlated
(pxx>+0.05). This is considered as the incidence
of high positive multicollinearity and thus
referred to as category 111
* Three comesponding  mutually
N(0, 1) sequences say {(E-£) t= 1, 2, ..

are

independent
. T}
generated and are mampulated as follows
to ensure that the disturbance terms are
distributed as N(O, Y) and inter temporarily
independent. Let:

Et = (B & &' (2)
Then by construction:
E(§)=0,c0v (£, &) = 8,' T (3)

Consider now the random vectors:
u=PEt

By construction, the vectors {u; 1, 2, ..., T} have the
properties:

Ew)=0andy =cov (uu,)=0Qslt

Where, ® 13 the kronecker product or direct product.
In this fashion, the desire error terms having the
prescribed varance covariance matrix is obtained.

*  According to this approach, specific values have to
be assigned to the structural parameters:

B13 BZI BBZ
§.1=]8, | 8.2=|8, 8.3=3, “)
8 8 §

12 a3 32

10

Say:
8"1
8 =82 (5)
33
putting;
1 0 f]
B=l-p 1 0 (6)
0 B 1
and;
(8 -8, o ]
c'=| -8, 1 -8
L0 -8 -8

The reduced form of the system can be written as:

(Vi Yoo ¥o) = (Ko X Xa) G + (W o w) By (7)

Since, all quantities on the right hand side of
Eq. 7 are known, vectors of the determined variables
{lymys):t=1,2, ..., T} are then generated.

At the end of this 3rd step, the data set {( vy,
XX, t =1, 2,..., T} have been generated by a
model describe in Eq. 1 with fixed parameter vector 8"
and error terms that are inter temporarily independent
and distributed as N (0, ¥), the matrix ¥ being known.

The next step at this stage is to determine the known
parameters as if they were not known using different
methods and comparing the performances or sensitivity
of the estimators.

RESULTS AND DISCUSSION

In this study, the samples were restricted to size
n = 100, replicated in 200 times (R = 200) for an upper
triangular matrix P to determimne the effects of
multicollinearity and the sensitivity of the estimation
methods in a simultaneous equation model.

Meanwhile, we have employed Ordinary Teast Square
(OLS), 2 Stage Least Square (2SL3) and 3 Stage Least
Square (35LS) as the estumation methods. We have
equally chosen the mean of estimates and bias of
estimates as criteria for evaluating the performance of the
estimators (Table 1-10). Table 1-10 have essentially shown
the true parameters values, average estimated values,
standard derivation (sample), standard deviation
(population) and bias of estimates for the estimation
methods employed at the three different levels of
correlation desired. However, Table 10 has revealed a true
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Table 1: Mean estimates and bias estimates of OT.8 for category T

Equation 1 Equation 2 Equation 3
Replication
(assumed parameters) £i=(1.8) ¥11(0.2) ¥1:(1.2) £(1.5) Y2 (2.5) ¥n(2.1) B::(0.9) ¥z (0.4 Y(3.3)
Average 1.30580 0.815587 0.173486 1.167873 -1.855278 -1.5828290 0.651204 0.086216 -1.463089
Standard deviation (S) 0.02377 0.757848 0461011 0.023115  0.468098  0.6738338 0.010459 0.397089 0.544163
Standard deviation (&) 0.22845 0.750213 0456377 0.022882  0.463394  0.6670650 0.010354 0.393008 0.53869%4
Bias 0-0 0.49420 0.615587 0332127 0.332127  4.355278  3.6282900 0.248796 0.313784 0.538694
Table 2: Mean estimates and bias estimates of OLS for category 11

Equation Equation 2 Equation 3
Replication
(assumed parameters) £:(1.8) v, (0.2) v12(1.2) B.(1.5) Y(2.5) ¥n(2.1) (0.9 Yu (0.4 Ya(3.3)
Average 1.2858280 1.003114 0.352331 1.158210  -1.469831  -1.3386396 0.688071 0.156861 -1.490858
Standard deviation (S) 0.0381470  0.538728 0.582215 1.509700  0.374653 0.6877080 0.146083 0.336979 0.370397
Standard deviation (&) 0.0377630  0.533313 0.573630 0.149453 0.370870  0.6087970 0.144615 0.333592 0.366674
Bias 0-0 0.5141472  0.803114 0.847669 0.341790  3.969831 3.4386390 0.211929 0.243139 4.790858
Table 3: Mean estimates and bias estimates of QLS for category 11T

Equation Equation 2 Equation 3
Replication
(assumed parameters) £i-(1.8) ¥11(0.2) ¥12(1.2) £(1.5) Y225 yx(21) (0.9 v (0.4 Ya(3.3)
Average 0.252677 1.021620 0.818742 1.179460  -1.381339¢ -0.730514 0.829480  0.196253 -1.4653030
Standard deviation (S) 0.019996 0.541854 0.322532 0.015027 0.3508910  0.350891 0.008384  0.315887 0.3106688
Standard deviation (&) 0.019795 0.536408 0.319281 0.148760 0.3473650  0.303241 0.008299  0.312713 0.3075650
Bias 0-0 0.547323 0.821162 0.381258 0.320533 3.8813400 2.830514 0.203747  0.203747 4.7653030
Table 4: Mean estimates and bias estimates of 281.8 for category T

Equation 1 Equation 2 Equation 3
Replication
(assumed parameters) B:(1.8) v1,(0.2) ¥15(1.2) £x(1.5) ¥21(2.5) ¥a(2.1) B:(0.9) ¥z (0.4 Ya(3.3)
Average 1.294396 0.158902 -2.423510 1.0911190 -4.471467  -3.444422 0.0616542  (.381535 -1.804354
Standard deviation (S) 0.739101 2.672572 1.675328  4.3401560 11.157992  14.908293  (.4452180  3.140689 1.677272
Standard deviation (&) 0.731673 2.645889 1.658490  4.2965260 11.045849  14.758458  0.4407400  3.109124 1.660414
Bias 0-0 0.500644 0.500644 1.422351  0.4088800 6.971467 5.544220  0.2836570  0.018456 5.103540
Table 5: Mean estimates and bias estimates of 281.8 for category 11

Equation 1 Equation 2 Equation 3
Replication
(assumed parameters) £:(1.8) v, (0.2) vi(1.2)  By(1.5) (2.5 ye(2.1) Bx(0.9) yu (0.4 ¥2(3.3)
Average 1.640204 0.480456 -1.7041474  1.0419980 -3.681072  3.693921  0.695659  -3.349145 -1.417137
Standard deviation (S) 1.704093 3.678219 12.8161100  2.2719090 3.663477 26761766 0410703 4.083402 3.926510
Standard deviation (&) 1.686966 3.641251 12.0591790  2.2490753 3.626657 26492790 0406576  4.042362 3.887047
Bias 0-0 0.139796  -0.280456 2.9041740  0.4580020 6.181072  -1.593920  0.204341 0.749145 4.717137
Table 6: Mean estimates and bias estimates of 2SL.S for category IIT

Equation 1 Equation 2 Equation 3
Replication
(assumed parameters) B1:(1.8) v1:(0.2) v1:(1.2) Bxn(1.5) Y (2.5) Yx(2.1) [::(0.9) 2 (0.4) Y25(3.3)
Average 0.881720 4.337829  -0.436278 10.427220 -29.260718 13.5667350 -0.325689 9.790342 0.375723
Standard deviation (S) 5317600  26.725574 4.542259 49.294466  111.060445 971472590 4.910694  48.045510 10.282373
Standard deviation (&) 5.288130  26.437169 4.496608 48.799000 109944231 961709160 4.861338  47.562630 10.179030
Bias 0-0 0.910827 -4.137829 1.636278 -8.927220 31.760718 -11.4667351 1.225689 -9.390342 2.924276
Table 7: Mean estimates and bias estimates of 35LS for category T

Equation 1 Equation 2 Equation 3

Replicaion =~ 000 e e eemeesesmmeemmessmssmess e e e e e ees eeseeeseessesssssssssesseeass
(assumed parameters) Ba(1.8) vy, (0.2) v,(1.2) B.01.5) Y ul2.5) yu(2.1) [3:,(0.9) v, (0.4) ¥:2(3.3)
Average 1.4068826 0.9539760 0.31608797 2.019120840 -2.025479680 -1.61586120 0.6933164 0.282234300 -1.26668940
Standard deviation (S) 0.1473646  0.8460730 0.77223580 4.245016043 1.567934977 1.29267927 0.1348603 0.560533400 0.78079900
Standard deviation (&) 03838809 09198223 0.79053920 2.060343571 1.211583663 1.13915726 03672330 0.748687790 0.88362838
Bias 0-§ 0.3931174  0.9538760 0.88391200 0.519120840 +14.525479680 +3.71515860 +0.2066836  1+0.117774566 +4.56668940

Table 8: Mean estimates and bias estimates of 35L-S for category IT

Equation 1 Equation 2 Ecuation 3
Replication
(assumed parameters) B:(1.8) 11,(0.2) v p(1.2) Bp(1.5) ¥o1(2.5) oa(2.1) B(0.9) 21(0.4) ¥25(3.3)
Average 1.2853120 131760338 0.83690662 1.35556580 -2.07043428 -0.84533510 0.71395782 0.0505858460 -1.46 8029960
Standard deviation (3) 0.5930807 122568430 1.34879670 0.31196705 1.80624893 3.35819275 0.12583460 0.6604403484 1.137981235
Standard deviation (&) 0.3136930 1.10710627 1.16137707 0.88854011 1.34367607 1.83253724 0.35471739 0.7774339100 1.066762040
Bias 0-6 0.5146880 1.11760338 +0.36349338 +0.14443420 +4.57043430 +2.94533510 +0.18604218 +0.3464145400 +4.768029960

11
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Table 9: Mean estirnates and bias estimates of 381 for category IIT

Equation 1 Equation 2 Equaticn 3

Replication
(assumned parameters) Bu18) Yull2) Yl Pal.5) Ya(25 Y@ Pu@5) Ya@5 Y33
Average 1376075560 121673120 014233106 1329072570 12114618173  -1.340326030 0.6925229008 02874163000 11484284858
Standard deviation () 1.260599570  6.67945450 293736270 4759215553 8588680.3050 1.260352022 0.1707178212 11295549100 1017881670
Standard deviation (5) 1122764256 258446406 170387360 0689870780 29306416000 1122654008 04131801317 11011344402 1.050121500
Bias0-0 0423924400 101673120 101673120 1057668940 +0576689400  +3.440326000  +0.2074709920  +1 1125836920 +4.784284858
Table 10: Average of parameter estimates for data set (N =100, R = 200)

Equation 1 Equation 2 Equation 3
Replication Pix(L.8) v1,(0.2) ¥12(1.2) Bau(L.5) ¥2:(2.5) ¥n(2.1) Pa(0.9) ¥2(0.4) Ya2(3.3)
OLS 1.3058 0.8156 0.1735 1.1679 -1.8553 -1.5829 0.6512 -0.0862 -1.5225
2818 1.3522 0.1589 0.3486 1.0911 -4.7140 -3.4444 0.6163 0.3735 -1.8044
3SLS 1.4069 0.9540 -0.3233 2.0193 -2.0253 -1.6152 0.6934 0.2822 -1.3169

state of the comparative performance of those estimates.
On the overall, the following order of preference of
estimators can be deduced: 3SLS=2SLS>OLS.

CONCLUSION

This study has mvestigated the sensitivity of three
different estimators to the problem of multicollinearity
among the exogenous variables in a Simultaneous
equation model. A three equation just identified model
was used for the Monte Carlo analysis. We sumulated
sample of n = 100 for a replication of R = 200 for an upper
triangular matrix for three exogenous variables which were
later used to generate corresponding three endogenous
variables. Three levels of cormrelation on three different
estimation methods were considered. The results obtained
were analyzed and estimated using the mean of estimates
and 1its bias. Although, the study did not produce
identical estimates as the assumed parameter but some
estimates are quite close, especially in 2 and 3SLS. The
presence of multicollinearity may accounts for the
situation. The bias estimate also confirmed the preference
of this order of estimation methods 35L 5=2S8LS>0LS.
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