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Abstract: A Mobile Adhoc Network (MANET) is composed of moving wireless hosts that within range of each
other form wireless networks. For commumication to occur between hosts that are not within each other’s range,
routes involving mtermediate nodes should be established. However, due to the mobility of the nodes finding
routes in a MANET is quite a challenging task and talces up a lot of system resources such as bandwidth and
battery power. Although, it would be wise to take full advantage of the already discovered paths, many
algorithms sinply discard the paths 1if their topology has changed. To overcome this shortcoming, we have
proposed a routing table maintenance algorithm that responds to the changes m network topology promptly
and adjusts the paths so that their lifetimes could be maximized.
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INTRODUCTION

A Mobile Ad hoc Network (MANET) consists of
wireless mobile hosts without any centralized control
point or fixed infrastructure. Since a MANET does not
require any prior arrangement, it can be quickly deployed
and used in applications  including fast
establishment of military communication and rescue

such

missions where an established network 1s neither feasible
nor available (Perkins, 2001).

Unlike wired stationary networks finding a path from
the source host (or node) to the destination host 1s quite
challenging m a MANET due to the mobility of
hosts. Nodes implementing a proactve algorithm
(Perkins and Bhagwat, 1994) periodically exchange local
information with other nodes so that each node maintains
a routing table that contains the routes to all nodes i the
network. However, this information exchange takes a lot
of bandwidth and battery power. On the other hand,
nodes m reactive algorithms (Perkins and Royer, 1999,
Park and Corson, 1997; Johnson and Maltz, 1996) do not
maintain any routing information. Tnstead, a node
dynamically discovers a path to the destination on
demand. Therefore, it may reduce considerable overhead
to enhance the network throughput.

Although, other routing algorithm could be used this
study is based on DSR (Johnson and Maltz, 1996). DSR is
reactive and has been proved it could be as competitive
as any other algorithms in the field (Broch et al., 1998,
Rahman et al., 2009, Gopinath and JTayaloumar, 2008). Like
many reactive routing protocol, DSR consists of two

phases: route discovery phase and data delivery phase.
When node S has a data for node D, S starts finding a
path to D in the route discovery phase. Once a route is
found, S sends data along the path in the data delivery
phase. In the route discovery phase 3 broadcasts a
control packet called a route request packet (REQ) to all
its neighbor nodes. If a neighbor node does not have
route information to D, it appends 1its information to the
REQ and relays the REQ to all its neighbor nodes and so
on until the REQ reaches D (This forwarding of requests
from one node to all its neighbors is called flooding and
consumes a lot of time and bandwidth). If the REQ
reaches either D or a node that contains the path
information to D, the node sends a control packet called
Route reply packet (RPY) back to S by reversing the path
stored in the REQ.

On receiving the RPY, S knows that the path to D has
been established and S sends its data packet along the
path. For example, suppose node A in Fig. 1 tries to find
a path to G that 15 not found yet. As a first step, A
prepares an REQ with its ID appended to it and sends 1t to
its neighbors including B. If B does not have any
information about G, B appends its TD to the REQ and
retransmits 1t to its neighbors including C and so on until
itreaches G. The snapshot of the REQ at E would contain
the nodes it passed through thus far, which is A, B, C, D.

When the REQ reaches the destination node G, G
prepares a RPY which 1s transmitted to A along the path
stored in the REQ. For example, on receiving the RPY,
node A in Fig. 1 stores the path (A, B, C, D, E, F, G) and
node C stores the path (C, D, E, F, G) intheir routing
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Fig. 1: A there are two paths, P(A, B, C. D, E, F) and P (H,
I, C, D, E, F, G) in the networks

tables so that they can use it later. As mentioned before,
1t takes a lot of resources to discover a path in a MANET.
Therefore, it would be wise to take advantage of it as
much as possible. However, most routing protocols do
not efficiently utilize the existing paths because they do
not respond properly and promptly to the changes in the
network topology. In this study, we propose a strategy
that tries to use the existing paths efficiently by modifying
route table as quickly as possible.

LITERATURE REVIEW

Wu et al. (2000) proposed an algorithm that tries to
fix some problems in paths such as finding shorter paths
and fixing broken links. However, nodes in their algorithm
stores only the destination, next hop, hop count etc., for
each path so that the coverage of the algorithm 1s limited.
Ko and Vaidya (1998) proposed a location-aided routing
scheme where a route request is flooded in the direction
of the target node. Here, a node’s response to the route
request depends on whether or not it is i the region
approaching the destination.

Liao et al. (2001) proposed a routing scheme called
GRID. This scheme imposes a grid system on the earth’s
surface and selects a leader in each grid to act as the
gateway. Data packets are then forwarded to their
destination grid by grid. This protocol confirms that the
availability of location information improves the routing
performance.

Lee and Gerla (2000) proposed AODV-BR algorithm
that utilizes a mesh structure to provide multiple alternate
paths to existing on-demand routing protocols without
producing additional control messages. Here, data
packets are delivered through the primary route unless
there is a route disconnection.

When a node detects a link breals, data packets can
be delivered through one or more alternate routes and are
not dropped when route breaks occur. Route maintenance
is executed utilizing alternate paths. Here, the route is
maintained only when a link is broken. Li and Mohapatra
(2003) mtroduced LAKER, a location aided knowledge
extraction routing. This scheme reduces the flooding
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overhead in route discovery by extracting knowledge of
the nodal density distribution of the network and
remembering the series of locations along the route where
there are many nodes around. However, this scheme does
not deal with route maintenance.

Stojmenovic (2002) reviewed many position based
routings in ad hoc networks. It 1s likely that only position
based approaches provide satisfactory performance for
large networks. Greedy mode routing was shown to nearly
guarantee delivery for dense graphs but to fail frequently
for sparse graphs since the destination 1s also moving and
1t 1s not clear where to send message. The routing process
1s converted from the greedy mode to recovery mode at a
node where greedy mode fails to advance a message
toward the destmation.

Park et al. (2005) proposed an anticipated route
maintenance protocol with two extensions to route
discovery based routing scheme extend the route when
nodes on a link move apart from each other and they have
common neighbor that can be inserted in the path and
shrink route when a node discovers that one of its
neighbor which is not the next hop is also on the same
route several hops later on. By utiizing only local
geographic information, a host can anticipate its
neighbor’s departure and if other hosts are available,
choose a host to bridge the gap, keeping the path
comnected. The benefits are that this reduces the need to
find new routes and prevents interruptions n service.

Chou et al. (2008) presented a dynamic route
maintenance algorithm for beacon-based geographic
routing. In this approach the mobile nodes dynamically
adjust their beacon mtervals based on their speed of
movement. Moreover, the routing information could be
well managed using the mobility prediction.

TERMINOLOGY

A graph can be represented by G(V, E), where V is
the set of nodes and E is the set of links in the graph G. In
a wireless network, if a node (or host) B is within the
transmission range of node A, then it is said that there is
a link from A to B which is denoted as (A, B). A is an
upstream node of B and B 1s the downstream node of A.
B 1s also called as a neighbor of A. If (A, B) implies (B, A),
then the link is called bidirectional and unidirectional
otherwise.

A path P(v,, v,, . . ., v, v,), where vieV, 1<icn,
consists of a set of links (v, v,), (v, vi), ... . (v, v.). A
subpath of P(v,, v,, . . ., V., Vo) is the path that is a part
of P. Function rem (P, v,) returns the portion of path P
starting at node v, to the end of P. For example, both P
(B,C,D,E)and P (A, B) are subpaths of P (A, B, C, D, E)

v,
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andrem (P (A, B, C,D,E),B)isP (B, C,D, E). ‘P’ denotes
the number of the links in path P. For example, P (A, B, C,
D, E) s four, since P consists of four links. Note that if the
links are bidirectional (umdirectional, resp.), then the
paths are also bidirectional (unidirectional, resp).
Although, links assumed to be bidirectional in this study,
paths are assumed to be umidirectional for smmplicity in
explanation. It can be easily extended to cover the
handling of unidirectional paths.

When a new path is found, each node in the path
may contain the path mformation in its Routing Table for
possible later use. This can be done without any extra
expense at each node by simply storing the path
information when the RPY passes through the node. For
example in Fig. 1, nodes A, B, C, D, E and F in the path
P(A, B, C, D, E, F, G) store the path information when the
RPY passes through them.

PROPOSED ROUTING TABLE
MAINTENANCE SCHEME

Based on the assumption that all links are
bidirectional, the proposed scheme is hybnid, smce it
discovers new paths reactively but the maintenance of the
paths is proactive. In other words, a new path from A-B is
discovered only when A wants to send data to B and
there 1s no existing path from A-B. On the other hand, any
change of the existing paths 1s updated immediately
regardless of the usage of the path. This strategy makes
sense because path discovery takes a considerable
amount of resources due to the flooding of REQ packets,
whereas mamtenance requires unicasts only.

In this study, only the routing table maintenance
scheme 1s presented, since route discovery algorithms can
be found in many routing protocols. The routing table
maintenance 1s explained below for different cases.

Case 1: Link breakage is discovered. Consider two paths,
PA,B,C,D,E F,Gand P(H, [, C, D, E, F, G) n the
network as shown in Fig. 1. Suppose when node C sends
a data packet to node G along P(A, B, C, D, E, F, G), C
found out that the link (E, F) is broken. Then, this
mnformation 1s disseminated to all upstream nodes of both
paths. On receiving the link breakage information nodes
A, B, H and T delete the path from their routing tables.
Otherwise attempting to use this broken link may cause
delay.

Case 2: A shorter path is found. There are two possible
cases. First, C in Fig. 2a found a shorter path (A, B, C,
F, G) in the existing path (A, B, C, D, E, F, G) when F
moves into C’s transmission range. In this case, C
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Fig. 2: (a) A shorter path P(A, B, C, F, G) is found in the
same path (b) A shorter path P(A, B, C, I F, G) is
found by other path P(H, C, I, F, K)

Fig. 3: As a result of the discovery of another path P(F,
G, H, E, 1, K), existing path P(A, B, C, D, E) is
extended to P(A, B, C, D, E, J, K) and this
mformation will be stored at nodes A, B, C, D, and
E

substitutes (A, B, C.D, E, F. G) with P(A, B, C.F, G) and
P(A, B, C, D, E) in its routing table. Note that the upstream
nodes of C mn the path need not be informed this finding.
Instead, if a packet from either A or B destined to either F
or G is arrived at C, C directs the packet to F using P(A, B,
C,F, G)nottoD. If the packet is destined to D or E, then
the packet 1s transferred along P(A, B, C, D, E).

Figure 2b shows the other case where a shorter path is
discovered by other newly found path. For example,
suppose P(A, B, C, D, E, F, () 1s the existing path and P(H,
C, I, F, K) 13 just discovered. Then, P(A, B, C, D, E, F, 3)
will be replaced by P(A, B, C, LF, G)and P(A, B, C, D, E).
Note that as was done in Case 2 (a), this information is not
informed to the upstream nodes of C.

Case 3: An extension of an existing path, say P1 is found
by the other node in the path. In this case, the extended
portion 1s disseminated to P1. For example, suppose
Pl = P(A, B, C, D, E) m Fig. 3 1s the existing path
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Fig. 4 PA,B,C.D,E)and P(F, G, H, C, D, ], K) are the
existing and the newly found paths, respectively,
where the intermediate nodes, C and D, in the
existing path P(A, B, C, D, E) are the part of newly
found path P(F, G, H, C, D, I, K)

Fig. 5: An existing path P(B, C, D, E) 1s the subpath of
newly found path P(A, B, C. D, E, F, 3)

A D

Fig. 6: Two paths P(A, B, C,D,E)and P(C, D, E, F, G)
share a subpath P(C, D, E)

and P(F, G, H, E, I, K) is discovered later. Then, extended
portion P(E, T, K) 1s disseminated to nodes in P1. As a
result for example node A, replaces P(A, B, C, D, E) with
P(A,B,C,D,E, I, K).

A more general form of Case 3 can be shown in
Fig. 4, where P1 = P(A, B, C, D, E) is the existing
path and P2 = P(F, G, H, C, D, J, K) 1s the newly found
path. Then, nodes A and B are informed with the newly
found portion P(D, I, K) so that for example, node A can
add another entry P(A, B, C, D, I, K) to its Routing Table.
Note that nodes C and D already obtained the new path
mformation and modified their routing tables when the
RPY from node K-F passed through them.

Not only the existing paths but also newly found paths
can obtamn more path information when it receives RPY.
For example, node F adds new entry P(F, G, H, C, D, E) to
its Routing Table in addition to P(F, G, H, C, D, I, K), if
node C appends P(C, D, E) to the RPY from K-F. Other
variations of Case 3 are shown in Fig. 5 and 6 with a short
explanation. When an existing path 1s the subpath of
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newly found path as shown in Fig. 5, then the existing
path will be replaced by the new path at each node in the
existing path. For example, nodes B, C, D, E in the existing
path n Fig. 5 replace their routing table entry of P(B, C, D,
E)withP(A, B, C,D, E, F, G).

As an another example, if two paths share a common
subpath such that the first path is the existing path and
the second 1s the newly found path as shown m Fig. 6,
then all nodes in the existing path should replace their
entry in their routing table with the one that includes the
newly found path.

For example, nodes A, B, C, D, E m the existing path
replace their routing table entries of P(A, B, C, D, E) with
P(A,B,C,D,E,F, G).

ALGORITHM ROUTINGTABLE
MAINTENANCE AT CURRENT NODE V,

Case when a broken link is found: If V| found out that an
existing path P 1s broken between node A and B then for
each path P in the Routing Table that contains a link
(A, B

s P-rem (P, B)
+ Sends a Broken Link Message to its upstream nodes,
if any, of all paths that contain (A, B)

If V| received a broken lnk message from its
downstream node in an existing path, then for each path
P in the Routing Table that contains a link (A, B):

s P-rem (P, B)
+ Sends a Broken Link Message to its upstream nodes,
if any, of all paths that contain (A, B)

Case when there is a shorter path:

¢ Onreceiving a RPY, V1 check if there is a shorter path
for each path m the routing

¢ Table using the path in the RPY

Let the path in the RPY be P(v,, v,, . .., vy, v,). Note
that the current node 1s v, since the first node in the RPY
is v,. Ifthere is a path P(u, u,, . . ., u,, u,) in the routing
table such that 1) v, =u and v, =u and 2) [P(v,, v,,. . .,
Vors V| <[P(U, Uy, .., 140 1)], then replace the path with
Plu, v, .. 0, v Ve oo, Vo, Vi Uy, ..., U, Ug) and
add new path P(u, u,, . ., u,,u, ..., u).

Case when the existing path is extended or modified by

the path in the RPY:

¢ On receiving a RPY, call check modification path
(path in the RPY)
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¢ FHach path in the routing table is checked if the path
should be further modified
¢ Due to the path in the RPY

Let the path in the RPY be P(v, v, ..., V., V)
» For the cases shown in Fig. 3 and 4. If there 1s a path

P(u, u, . . ., u,, u,) in the routing table such
that v, =ui, add P(u, u,, . . ., 0, W, V..., Vpp, V) TO
the routing table

+ TFor the cases shown in Fig. 5 and 6

If there is a path P(u;, u,, . . .
table such thatu, = v, u, =vs ...,
then modify P(u,, u,, ..

v

, Upp, Uy in the routing
n>m-I+1,

+ 2 Upga Upy,

u,=v
Uy, Uy to Plug, u,,

mitl>

mAtds 1ot ot Vn'

TIME COMPLEXITY OF ROUTING
TABLE MAINTENANCE

Let us consider the time complexity of the routing
table maintenance at each node. If a node A detects a new
neighbor node B, then A checks if B is in any path in its
routing table so that A can adjust the existing paths. This
searching process takes O{nm), where n is the number of
paths in the routing table and m is the average path
length. The searching time would be improved to O(1), if
the nodes in the paths are stored in a hash table using
additional storage. Note that commurmcation takes much
longer time and more battery power than computation.
Therefore, it would worth the computation if it results in
reducing any amount of path length.

Once the path is found, actual adjustment of the
routing table would take O(1). Tf the path falls into one of
the Case 3, then the new discovery is transmitted to the
source node. Note that the transmission is unicast which
cheaper than broadcast
communication because there is a single designated

18 much m wireless
destination node within the source’s transmission range
in unicast, whereas all nodes are the destinations in

broadcasting.
IMPACT ON ROUTE DISCOVERY

In this study, we will show how the proposed
algorithm can reduce commumcation overhead and
battery power when a new path 1s being discovered.

Suppose N 18 the average number of neighbors of
each node in the network. If an algorithm abandons the
path on its topological changes, then it would take at least
N' N' ... N¥'=N* RE(Q transmissions to find a path of
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length L. all over again by using broadcast. On the other
hand, if an algorithm can adjust to the minor topological
changes of paths like the proposed algorithm, then it
would take only L. transmissions for the path of length ..

Therefore, the advantage of having the proposed
algorithm 1s obvious. This analysis would be true, if the
changed path 1s used, otherwise, the adjustment would be
a waste.

CONCLUSION

Due to the mobility of the nodes, routing in a wireless
mobile ad hoc network is quite a challenging task. Many
routing algorithms both proactive and reactive take up a
lot of system resources i discovering paths between
hosts. Although, it would be wise to take full advantage
of the discovered paths many algorithms simply discard
the paths if they have changed their topology. To
overcome thus shortcoming, we have proposed a routing
table maintenance algorithm that responds to the changes
in network topology as promptly vyet efficiently as
possible to fully utilize existing paths by adjusting them.

The simmple analysis shows that the proposed
algorithm reduces number of packet transmissions and
therefore saves resources such as bandwidth and battery
power.
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