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Abstract: Coronavirus disease 2019 (COVID-19) caused
by severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) was first identified in December 2019.
The disease can be detected by using Computed
Tomography (CT) medical image analysis. The methods
used for Covid-19 detection are based on Deep Learning.
Deep Learning Model used are 3D ResNet34, VGG,
AlexNet, VGG-16,VGG-19, SquezeeNet, GoogleNet,
MobileNet-V2, ResNet-18, ResNet-50, ResNet-101 and
Xception. The researchers use public datasets from patient
data Covid-19 and Non-Covid-19. One of the researchers
applies the methods for cross dataset. The results from the
research show that Deep Learning has high performance
and can solve the problem of Covid-19 image
classification and Covid-19 detection.

INTRODUCTION

Coronavirus disease 2019 (COVID-19) caused by
severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2) was first identified in December 2019. The
coronavirus was first discovered in Wuhan, China. The
virus has infected a total of 8.3M cases (December 2020).
Reverse  Transcription  Polymerase  Chain  Reaction 
(RT-PCR)  testing  of  respiratory  samples  is  currently
the   gold   standard   for   COVID-19   diagnosis. 
However, examination using this method is time-
consuming and has a high false-negative rate and low
sensitivity[1].

The disease can be detected by using Computed
Tomography (CT) medical image analysis. The accuracy
of the diagnosis of COVID-19 by Chest scans strongly
depends on experts[2] and deep learning techniques have
been studied as a tool to automate and help with the
diagnosis[3-7].

Detection using CT images can distinguish COVID-
19 from pneumonia. Several studies have been conducted
to develop CAD systems used to detect COVID-19 based
on CT-scan results[8-15].

MATERIALS AND METHODS

Ouyang et al.[8] use a dual-sampling attention network
method in classifying COVID-19 and CAP infection
(Pneumonia) through 3D lung CT-scan images. The
proposed method, dual-sampling was used to classify
4982 chest CT-scan images from 3645 patients with 3389
images of COVID-19 and 1593 images of CAP sufferers.
The Dual-sampling attention network is a combined
method between 3D ResNet34 and uniform sampling with
3D ResNet34 and size-balanced sampling. The proposed
method can identify images of COVID-19 patients with
an AUC value of 0.944, accuracy of 87.5%, sensitivity of
86.9%, specificity of 90.1% and F1-score of 82.0%.
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The  supervised  deep  learning  method  is  used  by
Hu et al.[1] to detect areas infected with COVID-19
automatically using CT-scan data of the patient’s chest
cavity obtained from various sources. Data from The
Cancer Imaging Archive (TCIA) consisting of 60 3D CT-
scan of the patient’s lungs was used as a dataset in the
classification using a VGG-inspired architecture with a
configuration that increases the depth of the CNN
network using a small convolutional filter in the presence
of non-linearity between its convolutional layers. The
proposed method can identify images of COVID-19
patients with an AUC value of 0.923, an accuracy of
89.2%,  a  sensitivity  of  88.6%  and  a  specificity  of
87.6%.

Farooq and Hafeez[4] also develop a method that can
rapidly examine COVID- 19 through 3D images from CT
scans[4]. The study used CT scan images from 4657
patients from various hospitals, consisting of 936 normal
images, 2406 ILD and 1315 COVID-19 as the dataset.
The proposed classification method uses two 3D-
ResNETS which are combined into a model. The
proposed method was able to provide an accuracy of
93.3%, a sensitivity of 87.6 and 95.5%.

The deep learning-based CAD system was developed
by Ali Abasian, etc., to classify COVID-19 infections
from other types of pneumonia. The 1020 CT-scan images
(510 COVID-19 and 510 non-COVID-19) from 108
patients with COVID-19 and 86 patients with other types
of pneumonia were used to train 10 well-known neural
networks. The ten networks used are AlexNet, VGG-16,
VGG-19, SquezeeNet, GoogleNet, MobileNet-V2,
ResNet-18, ResNet-50, ResNet-101 and Xception. The
best performance is shown by ResNet-101 and Xception
architecture. ResNet-101 can differentiate COVID-19
infection from other types of pneumonia with an AUC
value of 0.994 (100% sensitivity, 99.02% specificity and
99.51% accuracy). Xception produces an AUC of 0.994
(sensitivity 98.04%, specificity 100% and accuracy
99.02%).

Besides, developing a classification method for
detecting COVID-19 through CT-scan images, some
researchers develop a dataset as a standard dataset to
detect COVID-19. Misztal et al.[9] study to createa public
dataset of CT images and radiographs of the lungs to
increase efficiency in differentiating COVID-19 from
other types of pneumonia and healthy[3]. The new dataset
being developed is named COVID-19 CT and Radiograph
Image Data Stock which consists of 11,279 CT lung data
and 6,250 radiographic data. The method of forming a
new dataset produces the highest accuracy with the use of
WideResNet-50 on CT data which is 78%. While for
radiograph data, the highest accuracy is obtained by using
ResNet-18, ResNet-50, DenseNet 169 and WideResNet-
50 by 50%. The AUC for the two data sources were 0.74

and  0.97, 0.98, 0.97,  and 0.97, respectively. These
results were obtained using binary classifiers trained on
COVID-19 CT&R.

The application of transfer learning in several models
used by Horry et al.[16] for the identification of COVID-19
based on Lung image analysis. Three types of medical
images of the lungs are used. There are X-ray, Ultrasound
(USG) and CT images. The images are obtained and taken
from various sources with image sizes and quality
variance. They use 2 scenarios in the research. There are:
identification of pneumonia (COVID-19 and others) from
normal lung images and identification of COVID-19 from
non-COVID-19 pneumonia.

The original images are pre-processed by resizing and
quality enhancement. The N-CLAHE algorithm is used to
improve image quality. This algorithm can increase detail,
texture and brightness. The image augmentation is created
such as horizontal flip, horizontal vertical shift and
rotation. Image data is divided into 80:20 for each image
type.

The first experiment is done by implementing transfer
learning which is using parameter initialization from a
model that had been trained on image Net data. The
models used are VGG16, VGG19, ResNet50V2,
InceptionV3, Xception, Inception ResNet V2, NasNet
Large and DenseNet121. These models are used as the
base model which beadded with a pooling layer, FC layer
and output layer. The FC layer has 2 neurons.
Hyperparameters are used in the research are learning
rate, batch size, neurons per hidden layer and dropout
rate. All models are trained 5 times with 100 epochs. The
result shows that VGG19 has better performance than
other models. The model also shows better performance
with various hyperparameters. More complex models tend
to be overfitting at the start of the epoch and some do not
converge at all. The ultrasound images performed better
than the others.

In the second experiment, they adjust the
hyperparameter for VGG19 to obtain optimal results.
Hyperparameters that are used are learning rate, batch
size, neurons per hidden layer, and dropout rate. The best
results are obtained in the model for ultrasound images
with  scenario  2.  There  are  learning-rate  =  10-5,  batch
size  =  2,  neurons  per  hidden  layer  =  64  and  dropout
rate = 0.2 with an epoch of 100. The performance ofthis
model is successfully approaching the ideal model.

The VGG19 model shows high performance for X-
ray and CT images, especially for ultrasound images. The
use of N-CLAHE for pre-processing helps in equalizing
the quality of the image. The use of multiple image types
to identify COVID-19 helps improve performance on the
model.

The method to perform classification in patients
infected with COVID-19 and patients who are not
infected based on chest CT images automatically to
reduce   subjectivity   in   decision   making   during  the 
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diagnosis process. Figure 1   shows the chest CT changes
in a COVID-19 patient at 5 days. Chest CT images show
a progression of pneumonia with mixed Ground-Glass
Opacities (GGO) and linear opacities in the subpleural
areas.

The 3-DCNN can classify the pulmonary artery on
CT images with high accuracy values. In other studies, the
Adaptive Neuro-Fuzzy Inferences Systems (ANFIS) is
used to increase the classification rate. The GCNN
method can be used to classify patients infected with
COVID-19. By obtaining good results in previous studies,
it is expected that the results can be further improved by
using a more efficient feature extraction using a variant of
ResNet. Also, hyper-tuning in the Deep Learning model
can be used in the Transfer Learning model. Therefore,
the novel Deep Transfer Learning (DTL) was developed
to classify COVID-19 patients[21]. In this study, there are
several novelties offered in carrying out the COVID-19
classification model. The novelties are: The Deep
Transfer Learning model is used for the COVID-19
classification process which refers to the patient’s chest
CT image, There is Top-2 Smooth Loss Function which
is used to reduce noise, Deep transfer learning models are
trained to perform analysis on chest CT and expert
analysis is carried out as a comparison for the results that
have been achieved.

Fig. 1(a-e): Chest CT in COVID-19 patients days 1-5[6]

In the study of the Transfer Learning with Deep
Residual Networks, ResNet-50 architecture was used to
extract values from chest CT images. ResNet-50 is an
architecture from CNN that introduces a new concept,
shortcut  connections.  In  this  concept,  the  input  from
the  previous  layer  is  the  input  to  the  output  of  that
layer.

In the research, the feature map is processed into the
fully connected layer to carry out the prediction process
assisted by the softmax activation function. Some of the
parameters that are regulated are bias initialization = 1.0,
normally distributed, with learning rate = 0.02,
momentum of 0.8. The gradient threshold is 1.0 by using
the MCXENT function as a loss function.

In the research, images are collected from various
datasets. There are 415 images of patients infected with
COVID-19 and 439 images of normal patients. From the
available images, it is determined that 60% of the dataset
is used as training data and 40% of the dataset is used as
testing for the COVID-19 classification. From 60% of the
training  data,  10%  of  data  is  used  for  validation.  The
10-fold cross-validation is used to prevent overfitting
problems. Deep Transfer Learning (DTL) was used to
build a classification model for patients infected with
COVID-19 with epoch 110. The analysis of the training
and validation of the DTL and GCNN models shows good
results. The excellent value generated compared to
conventional methods makes the proposed model a
reliable alternative to various testing kits by providing fast
results.

Figure 2 shows the flowchart of multi-task learning
in deep neural networks used by Amyar et al.[17]. In this
study, the methods based on deep Learning used in
COVID-19 analysis are reviewed and shown in Table 1.

Table 1: The significant improvement of the proposed classification model 
Researchers Objectives Dataset Proposed method Results
Ouyang et al.[8] Develop a dual-sampling The 4982 chest CT-scan Dual-sampling attention The proposed method

attention network method in images from 3645 patients network consisting can identify images
classifying COVID-19 and with 3389 images of of a combination of 3D of COVID-19
CAP infection (Pneumonia) COVID-19 and 1593 ResNet34 and uniform patients with an
in 3D lung CT-scan images images of CAP sufferers. sampling with 3D AUC value of 

Data were obtained from ResNet34 and size- 0.944, accuracy of
Tongji Hospital of Huazhong balanced 87.5%, sensitivity 
University of Science and sampling. The use of 3D of 86.9%, specificity 
Technology, Shanghai Public ResNet34 is done to improve of 90.1% and F1-
Health Clinical Center of the quality of attention maps score of 82.0%
Fudan University, the produced based on higher
Second Xiangya Hospital resolution feature maps.
of Central South Meanwhile, the use of
University, the Third size-balanced sampling was
Hospital of Jilin University, carried out to repeat data
Ruijin Hospital of Shanghai sampling for COVID-19
Jiao Tong University School cases with small infections
of Medicine, Hangzhou and also CAP cases with
First People’s Hospital large infections in each
of Zhejiang University, minibatch during the
the Beijing Chaoyang training process. By using
Hospital of Capital Medical size-balanced sampling,
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Table 1: Continue
Researchers Objectives Dataset Proposed method Results

we can obtain more
attention in minority
classes and eliminate
bias in the area of infection
between COVID-19 and
CAP patients, so as to
overcome the overfitting
of these minority classes.
The use of uniform
sampling can be used to
study the feature
representation of the
original data distribution
in a reliable way

Hu et al.[1] To develop a supervised Data from The Cancer VGG-inspired architecture The proposed method
deep learning method Imaging Archive (TCIA) with a configuration that can identify images
to automatically detect consisting of 60 3D increases CNN network of COVID-19 patients
areas infected with CT-scan data of depth using a small with an AUC value of
COVID-19 using CT-scan patient’s lungs convolutional filter with 0.923, an accuracy
data of the patient’s chest non-linearity between of 89.2%, a sensitivity
cavity obtained the convolutional layers. of 88.6% and a 

Rationale for choosing specificity of 87.6%
the method Because the
proposed method can be
used to minimize the
need for manual CT-scan 
image labeling but it can
still provide accurate
infection detection results
and can distinguish
COVID-19 cases from
non-COVID-19 cases

Miztal et al.[9] To create a public dataset COVID-19 CT and Classification is done using The method of
of CT images and Radiograph Image Stock a variety of deep learning forming a new
radiographs of the data consisting of architectures, namely dataset produces
lungs so as to increase 11,279 CT lung data ResNet-18, ResNet-50, the highest accuracy
efficiency in and 6,250 radiographic DenseNet-169, with the use of
differentiating COVID-19 data WideResNet-50 on CT data which
from other types of and DenseNet-121 is 78%. While for
pneumonia and from radiograph data, the
healthy lungs highest accuracy is

obtained by using
ResNet-18, ResNet-50,
DenseNet169 and
 WideResNet-50 by
50%. The AUC for the
two data sources were 
0.74 and 0.97, 0.98,
0.97 and 0.97,
respectively. These
results were obtained
using binary classifiers
trained with the
COVID-19 CT and
Radiograph image
Data stock and evaluated
using the multiclass
COVID-19 CT and
radiograph image data
stock

Wang et al.[10] To develop a method CT scan images of 4657 Using two 3D-ResNETS The proposed method
that can quickly patients from various combined into one model. was able to provide
examine COVID-19 hospitals, consisting Because the proposed an accuracy of 93.3%, 
through 3D images of 936 normal images, method is implemented a sensitivity of 87.6
from CT scans 2406 ILD and 1315 as a binary classifier and and 95.5%

COVID-19 can identify COVID-19
from ILD caused by other
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Table 1: Continue
Researchers Objectives Dataset Proposed method Results

viruses. In addition,
the classifier that is
designed can also predict 
whether a given CT-scan
image contains
pneumonia. In addition,
the proposed method is
easier to implement
because it only requires
weak image-level labels
and fewer hyper-parameters
during training. So that,
the method can collect
sufficient samples in
a short time

Ardakani To develop a deep 1020 CT-scan images Comparing the 10 most The best performance 
et al.[11] learning- based CAD (510 COVID-19 and widely used CNN methods, is shown by 

system to classify 510 non-COVID-19) namely AlexNet, VGG-16, ResNet-101
COVID-19 infections from 108 patients with VGG-19, SquezeeNet, and Xception
from other types COVID-19 and 86 GoogleNet, MobileNet-V2, architecture.
of pneumonia patients with other ResNet-18, ResNet-50, ResNet-101 can

types of pneumonia ResNet-101 and Xception. differentiate 
To find out the best COVID-19 infection
CNN architecture that from other types of
can be used to diagnose pneumonia with an
COVID-19 AUC value of 0.994

(100%  sensitivity,
99.02% specificity and
99.51% accuracy)

Whereas Xception
produces an AUC of
0.994 (sensitivity 98.04%,
specificity 100% and
accuracy 99.02%)

Amyar et al.[17] To detect the severity The dataset used 1369 Multitask deep learning The research results
of pneumonia and patients included 449 to identify COVID-19 of this study show
follow up on COVID-19 patients with COVID-19, patients with three a very high accuracy
patients 425 normal patients, lessons, namely: than other models of

98 with lung cancer segmentation, segmentation of 88%
patients and 397 classification and and classification of
with various types reconstruction 97%
of pathology

Xu et al.[15] This study aims to form an In this study, 618 CT 3D CNN This research presents a new 
initial screening model to samples were collected: 219 segmentation method that can detect
distinguish COVID-19 from samples from 110 COVID-19 model+ COVID-19 automatically
IAVP and healthy cases patients (mean age 50 years; ResNet18 through deep learning
through CT images of the 63 (57.3%) male patients); technology. A model with
lungs using deep learning 224 samples of 224 samples of a location-attention
techniques patients with IAVP (mean age 61 mechanism can classify

years; 156 (69.6%) male patients) COVID- 19, IAVP and
and 175 samples of 175 healthy other cases with an overall
cases (mean age 39 years; 97 accuracy rate of 86.7%
(55.4%)) male patient). All CT
samples contributed from three
designated COVID-19 hospitals
in Zhejiang Province, China

Zheng et al.[18] The aim was to investigate Data from 540 patients (mean Deep learning There are still some limitations
the potential of a deep age, 42.5±16.1 years; range, in this study.First, network
learning- based model for 3-81 years, 226 men, 314 women) design and training can be
automatic COVID-19 were enrolled in the study, including further improved. For example,
detection of chest CT 313 patients(mean age, 50.7±14.7 the UNet model for lung
volumes using patient years; range, 8-81 years; men segmentation does not use
level labels 138 women 175) with clinically temporal information and is 

diagnosed COVID-19 (COVID-19 trained using imperfect ground-
positive group) and 229 patients truth masks which can be
(mean age, 31.2±10.0 years; range, scaled up using a 3D 
3-69 years old; male 88, female segmentation network and
141) without COVID-19 adopting expert ground-truth
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Table 1: Continue
Researchers Objectives Dataset Proposed method Results

(COVID-19 negative group) annotations. Second, the data
used in this study came from
one hospital and cross- center
validation was not carried out.
Third, when diagnosing
COVID-19 the algorithm
works in a black box way
because the algorithm is based
on deep learning and the
explanation is still at an early
stage

Zhou et al.[19] This article focuses Transfer learning was used to Ensemble The EDL_COVID model
on the rapid detection initialize model parameters and deep produces a faster time to
of COVID-19 pretrain three deep convolutional learning classify, namely 342.92 s and

neural network models: AlexNet, model has better accuracy than other
GoogleNet, and ResNet individual classifications

(Alexnet_softmax, Googlenet_
softmax and Resnet_ softmax)
by obtaining an accuracy of
99.05%

Silva et al.[20] To produce an efficient SARS-CoV-2 CT-scan Efficient Deep A model for the detection of
model and extend the dataset and COVID-CT Learning Artificial COVID-19 patterns in CT
Efficient Net Family of Neural Networks images, EfficientCovidNet.

The cross-dataset approach is 
deep  artificial neural of paramount importance for 
networks along with a the methods aiming to detect
data augmentation process COVID-19 in CT images,
and transfer learning since, the approach resembles

a real scenario and unveils the
limitations of the methods (for
instance, the accuracy drops
from 87.68-56.16% in this
scenario for the COVID-CT
test set)

Pathak Dalam penelitian ini, teknik 413 COVID-19 (+) images Deep Transfer Model yang diajukan berhasil
et al.[21] deep transfer learning and 439 images of normal Learning Transfer mendapatkan akurasi pada data

digunakan untuk melakukanor pneumonia infected Learning using latih dan data uji sebesar
klasifikasi Pasien yang patients images ResNet CNN 96.2264 and 93.0189%
terinfeksi COVID-19. Selain
itu, fungsi smooth loss 2 teratas
dengan cost-sensitive attributes
adalah juga digunakan untuk
menangani handle noisy and
imbalanced COVID-19 dataset
kind of problems

Fig. 2: The research flowchart of the proposed method[17]
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RESULTS AND DISCUSSION

In its development, there are several deep learning
models that can be used to solve medical image
classification problems. Deep Learning models that have
been developed can be grouped into several model
families such as AlexNet, VGG Nets, Inception-based
Nets, ResNets, MobileNets, DenseNets and NASNets on
their different architectures[22]. In recent years, modified
and hybrid models have developed[23]. The aim is to
improve the performance of the base model by proposing
novelty in layers and filters such as Sparse Shift Filter[24],
Asymmetric Block Convolution[25], Adder Network[26],
Virtual Merging[27], Discrete Wave Transformation[28] and
HetConv[29], etc. Several recent substantial models have
been developed which are based on the basic model such
as Res2Net[30] and Wide ResNet using the ResNet Model.
Log Dense Net and Sparse Net[31] are based on the
DenseNet Model. The development on the other hand is
to combine several basic models that are owned to
produce  a  number  of  hybrid  models  including
AOGNet[32], PNASNet[33], AmoebaNet[34], DPN[35],
HCGNet[36], GCNet[36], ThiNet[37] and SKNet[38].
 

CONCLUSION

Many deep learning-based methods are used for
Covid-19 analysis including several models, there are 3D
ResNet34, VGG, AlexNet, VGG-16, VGG-19,
SquezeeNet, GoogleNet, MobileNet-V2, ResNet-18,
ResNet-50, ResNet-101 and Xception. Many studies have
been conducted in analyzing image data from public
datasets which are Covid-19 and Non-Covid-19 patient
data.

One of the researchers uses the cross dataset method.
The results of the many studies that have been conducted
show that some deep learning has high performance and
can solveand can solve the problem of the classification
of Covid-19 images and detection of Covid-19.

However, it is still necessary to develop a method in
the form of a modified model or hybrid model, so that, it
can provide the optimal model to analyze the medical
image of Covid-19.
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