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Abstract: Our aim in this study is to give the
Gagliardo-Nirenberg Inequality as a consequence of
pointwise estimates for the function in terms of the Riesz
potential of the gradient. Further, in this study we are
interested to extract Sobolev type inequality in terms of
Riesz potentials for p = 1 and to extend our work for weak
type estimates when p = 1.

INTRODUCTION

The Hardy-Littlewood maximal function was
considered as a classical tool in various areas such as
potential analysis and harmonic analysis from years and
later in Sobolev space theory and partial differential
equations™™. Sobolev space plays a significant role in
dealing with existence and regularity of solutions of
Partial Differential Equations®™ ®. With the opinion by
Harjuletho and Hurri-Syrjanent™, Koskela and Saksmant®,
Leoni!, the Hardy-L ittlewood maximal function bridging
between functional analysis, sobolev spaces and partial
differential equations. Boundedness of Maximal function
has been discussed earlier with different arguments such
as Boundedness and regularity of maximal functions on
hardy-sobolev spaces discussed by Hajlasz®, Luiro™
generalized the original boundedness result and
established the continuity of the centered maximal
operator in WP (R%), 1<p<«P. Hajlasz and J.Onninen
proved the boundedness of the spherical maximal function
in the Sobolev space W P (Q)p>d/d-1. For other
arguments and related results, one can***3l, With the

strong arguments over the boundedness of
Hardy-Lilltewood Maximal function, our aim, here is to
discuss boundedness of Reisz potential in term of
maximal functions and to give the proof for
Gagliardo-Nirenberg Inequality in term of Reisz potential.
We will extend our result to discuss weak type estimate
for Gagliaro-Nirenberg sobolev inequality. We start by
recalling the definition of maximal function.

Let B (y, a) = {xeR": |x-y|<a} is an open ball having
center aty € RYand radius o>0 then Mf: R%- [0, ] where
fell, (RYis:

Mf (y) = saljopmj;(m\f (x)|dx (1)

As from Lebesgue differentiation theorem:

. 1
‘f (y)‘ = [!IE‘ B(y,a)‘ J‘B(y,a)‘f (X)‘dx

1 _ g
SSELJEJWL(“)“ (x)[dx = Mf (y) forallyeR

3654



J. Eng. Applied Sci., 15 (22): 3654-3659, 2020

As maximal function approach involve in our theme of
work, we will begin with some basic and obvious results:

Lemma 1: If f € L~ (RY), then Mf € L* (RY) and ||Mfi|,..

)<l L Ra):

Proof: For any o>0 and for all y €R we can write:

1
waa)‘f (x)|dx
1
Sm HfHLx(Ra)\B(y,a)‘ :HfHLE(Rd)
a>0 y a U. dX < HfH‘L‘(Rn)
Using (1, 1), we have:
MF (Y) <[ e

Thus:

IMEl o <[ (R)

It shows the maximal function will essentially
bounded with the boundedness of original function and
thus finite everywhere®®. Hardly-Littlewood wiener
theorem states that: If f ¢ L (RY), there exist ¢ = ¢ (d)
such that:

‘{yeRd :Mf(y)>x}‘S%HfHu(Rd)foreveryk>0 (2)

This result indicates that Mf maps from L!(RY) to
weak LY(RY) and f eL! (RY) LY(RY) does not claim about
Mf eLY(RY) and thus Hardy-L ittlewood maximal operator
is not bounded in LY(RY. In this case we can get only
weak type estimates. Hajlasz and Onninen raised same
type of question by Hajlasz and Onninen™®, Later on
Tanakal*¥ gave its answer positively for d = 1.

Iff e LP (RY), 1< p < =, 50 is Mf € L? (RY) then there
exist ¢ = ¢ (d, p) such that:

Ml ey <l 3)

This result shows that Hardly-Littlewood operator is
bounded in L? (RY) for p>1.

Lemma 2: If v € C* (RY then for every yeR"and
®q.1, the (d-1)-dimensional measures of oB (1, 0) we
have:

)=

Proof: We will use fundamental theorem of calculus and
start the case by taking one dimensional case. If v €CY;
(R), then there exists interval [I, m] = R and v (y) = 0 for
ally eR/[l, m]. We can write with the help of fundamental
theorem of calculus:

v(y)=v j x)dx = j "(x)dx 4)

In another way can write for initial condition v () =0 as:

0=v(m)=v( J‘ X)dx = vy)+j v'(x)dx

Or
v(y)=-["v'(x)ax 5)

From (Eqg. 3 and 4), we have:

2v(y) =jy v'(x)dx-rv'(x)dx
_ Y ()(yx) dx
_L ly-X| L ly- X\

VX)),

=y

X

Thus:

_1p v(X)(yx)
v(y)= _[R Y

> dxforally e R

Now, we will extend the result for R", If x eR" and
&eoB (1, 0), fundamental theorem of calculate help us to
write:

v(y) :'LLO%(V(yHé))dt =] Dv(y+tz). gt

Fubini theorem implies:

0.v(y)= v(y)J.jBlolds(a)
=J‘68(1,0)J‘0 Dv y+t?:‘_.).<‘f_,dtd3(§)

Applying Fubini:

= P

v(y+g).edS(&)dt
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Considering x = t&, dS (&) = t*9dS (x)

We have:

dS(x)dt

- ,[ ,[510
IJ(BIO) (y+x st(x)

It terms of polar coordinates, we can express as:

Dv(y+x).x
=.[R“ ( d) ox
X
:I d Dv(z). -yd

* 2y

Replacing z = y+x, dx = dz:

Dv(x).y-x dx

R¢ ‘y_x‘d

Thus,

(x).(yx)

v(y):i [, 2, 6)

This is the representation formula for a company
supported continuously differential function un in term of
its gradient. By Cauchy-Schwarz inequality and Lmma 2,
we can write:

vivl=l L Dv(x).y-x
VY=, Tl
Dv(X)ly- XH
IR”‘
ot ¢

1 ¢ [Dv(x)|
<— d
< .~ IR” ‘y_x‘d-l X

1 ‘Dv‘
sw—jRﬂ dx

d-a

Where, |, f denotes the reisz potential for o = 1. For
O<a<d, reisz potential of order a can be deduced as:

=l ) @)

One who interested in fundamental properties of
Riesz potentials, e.9.”). In case of compactly supported
smooth functions, the above result is useful for pointwise
bound of functions in term of Reisz potential of the

gradient. Some researchers have obtained some results
for Reisz protentional for example Armin Schikorra
and Daniel Spectory™ established new L -type estimate
for Riesz potential. By Harjulehto and Hurri-Syrjanent®,
Petteri Harjulehto, Ritva Hurri-Syrjanen, obtained
Pointwise estimates to the modified Riesz potential.
Using the similar results, they obtained Poincare
Inequality for irregular domain. The inequality of
Gagliardo-Nirenberg-Sobolev type was established for
non-isotropic Generalized Riesz Potential depending on
\-distance by Cinar™, Our point of interest here is to
discuss boundedness of Reisz Potential by Maximal
Operator and then to obtain Gagliardo-Nirenberg
inequality. Before moving to the main results, we shall
elaborate few technical lemmas for Reisz potential for
a=1.

Lemma 3: If ycR? is a measureable set and |y|<, then:

J,

1 1
—dx<c(d)|y|=
yX d

Proof: Consider a ball B
|w. This implies that |y/B| =
write:

= B (y, a with |B|=
|B/y|. We are able to

J.w/3|y | dX |W/B| adt

And

1 1
‘\V/ B‘F < J.W/dex

As [B| =|y| and [y/B| =
above inequalities:

[Bhy|, then by comparing

1 1 1

<l

1
Iy ‘y_x‘d’l X+-[\va ‘y_x‘d’ldx

! =c(d)a=c(d)|B|%

1

=c(d)lvI5

Lemma 4: Let 1 <p<e and assuming |Q|<e then:

[ (F1Xas ) <c(ep) 1215 HfH

Lp !l

Prof: For p>1, by applying holder inequality, Lemma 3
can be expressed as:
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_J~ |f X)l 1 dx
1
Y [y

LZIyxl

(L”l; xX|) : jp Lzy-xll(d-l) ”
<claP ( i ;_(XXF)JZ dx]p
<c|Q|“p [J- If( )|)dxj;

For p = 1, the above inequality is satisfied. Hence,
using Lemma (3) and Fubini’s theorem:

- O

_HI (If[Xq (y\ dyc|Q|" Hﬂ dxdy

<clafs jafs [ () dx

This result gives the idea if |Q|<~, then I;: L? (Q)-L°
(€2) is bounded for 1<p<c. We are now able to discuss the
boundedness of Reisz potential by the Hardy-L.ittlewood
maximal function for general a.

Lemma 5: If O<a<d, then for every yeR®and a>0, there
exist ¢ = ¢ (d, a) such that:

o
IB(y,a) ‘y_x‘(d-a) dx <ca*Mf(y)

Proof: Let we denote A; = B(y, a2), 1=0, 1, 2, 3. We can
express:

F) If (X1
IB(y,a) y_x(d-a) dXZizO.[A,/A- mdx
<5 Lo

QEJT@](fwww
uZ-oU (3] s
z)

< ch

Thus:

f If(x )\

B0 [y-x|

rdx <ca’Mf (y) 9)

Or:
If(y) <ca*Mf(y)

This implies clearly our objective about Lemma 5.
With the strong basis of above work and some important
results we are going to extend our work toward the main
result for sobolev inequality for Reisz potential.

Theorem 1: For p>1 and a>0 there exists ¢ = ¢ (d, p, ¢)
such that for all f €L (RY).

We have:

148y < lflIL (RY)

P R“

where ap<d and p* = pd/d-ap.

Proof: Observe that the claim is exactly right for f = 0.
Consider f =0 on a set of positive measure, it is obvious
that Mf>0 everywhere then:

‘f (X)‘ p
.[R“/B(y.a) ‘y_x‘ (d_a) dx < (J.R“/B(y‘a)‘f (X)‘pdx)

. 1
(a0 )

(10)

We can compute one part of product on right side as:

(a-dp ” (a-d)p’
J‘R“/B(y,a) ) dx = L LB(yY‘P)‘y'X\ dS(x)de

o (a-d)p’
= L I jﬁs(y‘m)ldS(x)d(p

Since, [op . 1 dS (x) do = oy, ®** above inequality
can be reduced as:

J.R“/B(y‘a)

Taking integral:

~ (a-d)p* dx = Q)d,lj.:(p(a-d)p‘m-ldq)

RGOl G

Exponent in Eq .11 can be expressed in the form:

. p _apd
d-(d-a)p'=d-(d- -
(d-a)p'=d-( a)p_l )
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Implies:

(O aap-d
(ad)p -dpl

J‘R /Bya‘y ‘

Applying (Eg. 11 and 10) can be rewritten as for any
constant c:

[F(x)

IR”/B(y,a) ‘y X‘(d-a

dx _caadefHL”( RY)

Recalling lemma (5), we have setting:

f(x
f(y)< Rd—d‘ | )(( )
If(x) Feof
= J‘B(y,a) ‘y_x‘(d'a) dX+J‘R“IB (v.2) ‘ X‘ (d-a)

apd
< c[aa Mf (y)+a ™ pr(Rd)j

p
Mf
MEY)g
HfHL" R“
We get:

L ()] < oMt (1)1 226 (14)

Taking exponent p* = dp/d-ap on both sides, we have:

* a
LE <emr (y) [

Lp(RY)
By lemma (1):

* a
[t ()l e sclf o[ M (y)'ay
LP(RY)
ap
<P IMF [l e
(R
ap
<clflp I}
L(R“)

Lp R“

Hence,

ap. . p
1 <l 2+

L°(rRY)

Here, p* = pd/d-ap is the Sobolev cojugate if a = 1. Also,
for p =1 we can produce weak type estimates. From
(Eq. 14), for p = 1 there exist ¢ = ¢ (d, a) such that:

1L (y)| <cMf(y 1-7 \fH

Ll RY)

Taking maximal function approach for p = 1, we
have:

{yeRd:‘Iaf(y)‘>t}‘s

d-a,.a
R :cMf (y)—|If|= t
{ye c (y>ddum>}

a d
fl d
32}

{yeRd Mf (y)>

d

— a

el daufua
L(RY)

This can also for every t>0. Hence,

a4
[ty e R <t (v) > e <ets< | 2
B[R“)

It will help us to deduce the proof Sobolev Gagliardo-
Nirenberg inequality.

MAIN RESULT

Theorem 2: For every, v € CY; (RY) if 1<p<d, there exist ¢
=c (d, p) such that:

d
o (RY) <D 7= 20

Proof: We will split the proof into two cases
Case I: First we will take the case for p>1

For every, yeR®, we can write from (Eq. 7):

W (RY) sill(\Dv\)(y) where1<p<d
Oy

Changing the inequality for L** (R%:

L (RY) <

v
H Lp¥{ Rd

By using above theorem (Eq. 6) for a = 1, we can
write:
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Ve <DV

LpxR L"(R“)

This is the required inequality for p<1

Case Il: For p =1, let we consider pairwise disjoint sets
like:

B ={yeR’:2' <|v(y)|<2"}ieZ

Suppose g : R-R, g (t) = max {0, min {t, 1}} be an
auxiliary function and v;: R%~[0, 1]:

0 v(y)|<2"
vi()=g(2"v(y)|-1) =127 v(y)|L 27 <|v(y)| <2
1 v(y)[>2

Using lemma, if v, ¢ W*' (R% and I € Z then Dv, = 0
almost a.e in RY/B, ;. We can write:

\Bi\g‘{ye R¢ :‘v(y)‘szi}

|v(y)|<2' itimplies that 2*'|v(y)[-1>1

Above result can be written as:

B|=[{yeR*:vi(y)=1]

< ‘{y eR*:1,(|Dvy|)(y) 2 md_l}‘, byapplying(1.7)

< C(LH\DV, (y)\dy)ﬁ, byapplying (1.15)

<c(f, [ov (v)\dV)%

< (:(.fB‘_1g‘(21'i v(y)|1)2- \Dv(y)\dy)ﬁ

< 02’% (J.B.,, IDv(y) dy)%

Applying summation for | €Z, we get:

TV =3 [v(y)ay

< 2(i+1)% ‘B‘
- iez !

< CZiez(J.i_lz ‘Dv(y)‘dy)ﬁ
< c(ziizj&_l\ov(y)\dy)a

Hence:

[ <c(], Dv(y)‘dy)ﬁ

Remarks: By considering the fact that C%, (R%) is dense in
WP (RY then for v eWh P(RY), the Sobolov-Gagliardo-
Nirenberg inequality follows from the above theorem
where 1<p<n.
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