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Abstract: Signature biometric becomes one of most relevant security factors in modem ubiquitous applications.
Signature recogmition 1s the process of using this biometric to venfying and identifying people accurately.
There are several challenges associated with reliable recognition of these signatures. In this study, we have
proposed a new approach for offline signature recognition. The SURF algorithm is used in this approach to
specify mvariant key pomnts and descriptors while SVM algorithm 1s used for classification purposes. In
addition, BOW algorithm 1s used to build dictionary of the most discriminative features of the handwritten
signatures. Feature extraction and recognition are the key elements in the proposed approach for offline
signature recognition. Our approach outperforms compared state-of-art approaches by providing 98.75%

signature recognition accuracy.
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INTRODUCTION

Biometrics are the psychological and behavioural
characteristics of the human beings. Biometrics traits may
be face, iris, fingerprint, voice or signature (Abboud and
Tassim, 2012). They can be used in various important
applications to provide services like authentication and
identification of persons (Abboud and Jassim, 2010).
Also, these biometric traits have special properties that
characterize them from other authentication techniques
such as passwords or tokens (Sae-Bae and Memon, 2014
Abaza et al., 2013). These properties that they cannot
forget or stole easily and also can be combined with other
kinds of authentication technologies easily to provide
more secure systems (Abboud and Jassim, 2012). The
biometric authentication systems can be categorized
according to the way of how biometric trait is used
(Al-Assam et al, 2011a, b). Hence, there are two
categories 1n this classification which are offlne and
online systems (Abboud ef al., 2009). For instance, the
oftline signature authentication systems are depending on
the acquisition of close image of the person signature
while the online counterpart is depending on the distance
acquisition of the signature image (Plamondon and
Srihari, 2000; Shamir and Tauman, 2001). Handwritten
signatures are behavioural traits of the human being.
They have powerful features such speed, pressure and

writing direction of signing that make them best candidate
in the government and special agencies for person
authentication (Al-Assam ef al., 2011a, b, Gruber et al.,
2010; Jassim et al., 2010; Al-Assam ef al., 2012). We can
classify the signature recognition algorithms into global
and the local feature. The local feature category is always
wider than the global counterpart but still there are some
connections between them. Examples on the applications
of those two categories are video information building
senses, robot restriction surface confession and object
section recognition (Richiardi ef af., 2005; Abboud, 2011).
For example, we can use online signature verification
based on local Fourier descriptors and pre-processing
step is multi sub-step before feature extraction which
ineludes the time normalization and stroke concatenation.
Another example, 1t uses global features extracted using
a number of categorizers and also they use multi-matcher
for the online signature verification. In addition, the
pre-processing step 1n this research 1s profoundly
reliant on hashing threshold. Some researchers also
suggest an online mark confirmation and acknowledgment
frameworls that is based on taking the signatures symbolic
representation by investigate the global features.
Additionally, they have given the idea of compose
limit and highlight edge
prompting beat other worldwide element-based systems

subordinate subordinate

by multifactor mgredients (Impedovo ef al, 2012;
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Abboud, 20154, b). Furthermore, there is another research
direction that utilized three nearby lighlights in respect to
the mam purpose of mark direction, the x and y arrange
contrasts between two back to back focuses and the ebb
and flow contrasts between two successive focuses
(Parodi et al., 2012; Abboud and Saleh, 2014).

Lastly, one research study proposed an offline
method for signature acknowledgment by utilizing SURF
highlight extraction and neural systems (Kaur and Kaur,
2014; Abboud et af., 2018). Fmally, we have to add that
the security of biometric templates n the database (1.e.,
signature templates) and the communication channel is
very unportant for online signature verification and
recognition systems (Abboud, 201 5a, b). Hence, the best
way 18 to use encryption technologies to secure templates
and communication channels over computer networks
and use efficient routing and scheduling algorithms
(Albu-Rghaif er al., 2018, Farhan et af., 2018).

MATERIALS AND METHODS

Universal signature dataset: In our expenments, we have
used umversal English signature dataset to prove the
viability of our approach to recognize and verify
signatures. This standard dataset has been selected from
German web site that includes 240 images for 10 persons.
This means that there are 24 signatures umnages per each
person submitted to the system. The images of each
person are classified into two sets. The first set consists
of 16 signature imnages for learning while there are 8
signature images in the second set for testing. The
mumber of signatures used for learning is about 116 that
will be sent via. sequence of algorithms until it grouped
mnto 10 classes (Liwicki et al, 2011). The remaining
number of signatures is eighty signatures will be sent for
the testing as shown in Fig. 1.

This manipulation was n the form of adding different
kinds of noises to the signature umages. The images of
this portions were m anipulated at different levels of noise
and based on this principle are classified into low noise
signature images as shown in Fig. 2.

The second signature dataset which has used consist
of 2064 signatures images classified into1360 images for
learning and 680 images for testing purpose. Portion this
dataset was created by manipulating the images by using
three different printers. This manipulation was n the form
of adding different kinds of noises to the signature
images. The images of this portions were manipulated at
different levels of noise and based on this principle are
classified into low, medium and high noise signature
images like the image shown in Fig. 2.

Number of petsons

24 sign each
petson

70% sign training 30% sign test

Fig. 1: Signature dataset division

Fig. 2: Signature images with different levels of noise

Proposed signature recognition system: We proposed in
this research an offline recognition system of human
handwritten signatures. Several components constitute
the proposed system including database, signature
recogmition and prediction. The proposed system works
1in two phases which are training and testing. The traming
phase 1s used to train the system with user’s signature
discriminative features while testing phase 1s used to
verify or recognize the user signature feature submitted
by user. Speed up Robust Feature algorithm (SURF) 1s
used to extract signature features and descriptor and the
key points. Then these features are submitted to the Bag
of Word algorithm (BOW) in aim to build dictionary of
user’s signatures. Support Vector Machine algorithm
(SVM) is employed with different kinds of Kernels as a
classifier. The testing phase uses SVM Model and other
modules to create and implement jobs to recogmze and
predict tested images submitted by the client. The Oracle
database mcludes all the necessary data for prediction.
Figure 3 shows the proposed system 1n sufficient details
and describes the basic components of the system. In the
following, we explain these basic components in more
details as follows.

Signature upload: The first component in the proposed
system is responsible on uploading the signature image.
The image of the signature is then transferred to the
signature recogmtion component as shown in Fig. 3. In
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Fig. 4: Signature recognition process

the signature recognition process, the system uses the
SURF algorithm to identifying the key point and
interpreter in the extraction of features and also
identifying the signature by matching with the previous
workbook with which we conducted the traimng process.
At this point, ID 1s retrieved from the prediction (output).

Signature recognition: This component in the proposed
system is one of the most important stages where the
process of prediction 1s occurred. The mput to the
proposed system 1s the image of person signature that we
want to recogmze. The output of the proposed system is
the recognition or verification of an object or a group
of objects appearing in the input signature image. The
proposed framework comprises of several processes as
shown in Fig. 4. The first process 1s the pre-processing of
the mput signature image by changing it from color space
to grayscale space. The next process 1s the feature
extraction using SURF algorithm and training dictionary
using these features for future use. The final process is
the classification of signature image using SVM algorithm.
More details on the proposed system m the following
sub-sections.

Preprocessing and feature extraction: The input
sighature image is pre-processed by converting it from

Original matrix Cumulative
1 2 3 1 3 6
4| 5 6 | Sum rows and columns 5112 121
7] 8 9 1227 |as

Fig. 5: Example of integral image

RGB format mto gray format. Then, we will use SURF and
BOW algorithms for feature extraction and training. These
two algorithms are explained thoroughly in the following
sub-sections.

SURF algorithm: The SURF algorithm is used to create
object features. Tt depends on two needs that are holistic
as shown m Fig. 5. Key pomt: points that mark existence
of feature or are pomnts and of the features in the form of
numbers calculated by computation of integral image. The
purpose of integral image is to establish fast filtering of
box which was mtially presented in vision of computer by
Viola and Jones (2004). In the umage mntegral step related
to accumulative intensity of pixel added from places left
and above an aimed pixel in the picture. The image of
integral at mdex (x, y) 1s verified as:

jitwdy="Y jlaxb) (1)

d=a, b=h

where, j(a, b) mdicate the pixels mtensity placed at all
locations achieved the not similarities a<a and b<b
(Viola and Jones, 2004). As displayed in Fig. 5, the image
of mntegral can be calculated on the mput image quickly by
accumulative adding initially all rows of a density of
image, next all columns.

Speed up robust feature algorithm 15 depend on
multiple scale theory of space and the detector of feature
is depending on matrix of Hessian. Ever after matrix of
Hessian has good behavior and precision. The matrix of
Hessian H(f) is verified as the second degree matrix of
square of partial derivatives of a function f(x, y) as
supposed by McTear ef al. (2016). In picture I, x = (x, y) 18
the given pomt and 3-Descriptor the translator (angle,
lighting, edge, rotation, etc.). The main reasons that
motivated us to utilize SURF algorithm are can choose the
signature in any shape do not require to calculate size
again do not require overall operations before process
again that direct to system accelerate.

BOW algorithm: This algorithm is used to build a
wordbook (or dictionary) of signature features. The built
dictionary excludes certain vocabulary such words or
numbers that available in descriptor (do not repeat same
words or features). It utilizes the submutted powerful
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Fig. 6: Four construction steps using k-mean in the BOW algorithm

features to the system and neglecting features that have
weak recurrence because it is not essential in beginning
of strongest features or recwrrence. The bag of word
based omn:

k-mean: Determine the appearance in the picture of every
particular word in the dictionary for creating the bag of
word feature (or word frequencies listogram)
(McTear et al,, 2016). Figure 6 explamm these four stages to
exclude the bag of word feature from pictures. The bag of
word model can be verified as follows. Given a dataset of
training (S) meluding (m) pictures depicted by S = sl,
$2, ... and sn where, s 1s the excluded visual features, a
particular not supervised algorithm of learning, like as
k-means is applied to group S depend on a constant
number of visual words X (or kinds) depicted by X =x, x,,
... and x, where, Y is the number of cluster. Then, we can
abstract the data in a Y*N co-occurrence counts table
N; = N; (x, 5,) where, m (x;, s;) indicates how occasionally
the word x; happen in a picture s,.

F-kNN (Fast Approximate Nearest Neighbor): Working
of k-NN is demonstrated in Fig. 7 where, N training
vectors are given and k-NN algorthm identifies the
k-nearest neighbor of ‘¢’. Feature ‘¢’
classified either in class ‘a’ or class ‘o’. For instance, the
value of k is taken 3. So, k-NN algorithm locks for 3
nearest neighbor for feature ‘¢’. And it turns out two
features of class ‘o’ and one feature of class ‘a’ resides in

needs to be

the very vicinity of “¢’. Since, class ‘0’ has outvoted class
‘a’, feature ‘¢’ is declared to have belonging with class
‘0", Selection of K’s value 1s critical. The value of ‘K’ 1s
chosen 1n such a way that it 13 always odd and is not the
multiple of the number of classes to avoid the ties

Error
=T ST R V- SN - )

No. of persons

Fig. 7: Emror curves vs. number of persons

(Ali et al., 2016; Cheng et al., 2015). The advantages of
bag of word are assorting features in dictionary form to be
simple deal with 1t also show powerful features and at last
quicken the system.

Classification: After feature extraction of signature
mages using SURF and BOW algorithms, SVM algorithm
is used for signature image classification. The data
involvement descriptor for training to be iscolated and
classified into ten classes by using classifier with various
kernels. Every class carries specific identification from ID1
until Idx. The linear, non-lhnear, poly (D 1) and
pely (D = 2) are the kernels used with SVM classifier. The
narrow lines m Fig. & in case b are rims or side. The wide
line in the medium 1s named the limit of band. The nodes
which place on the sides are the support vectors. The
split hyper plane is as distant as allowable from the points
of sample. The support vectors are the nearest to the
optimal hyper plane. Suitable element fittings in the
kernels increment support vector machine accuracy of
classification. There are two elements to be considered in
the model of SVM with the kernel of RBF: B and gamma
(y). The gamma element dynamically verifies the space
which a umque example of training can arrive with small
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Fig. 8: Non-linear RBF and linear accuracy

values indicate ‘distant’ and big values indicate ‘near.
The B element provides the training examples trade off
wrong classification contrast simplicity of decision
surface. Smaller B values guarantee a flat surface of
decision while bigger B values try to determine accurate
training examples. Carried out experiments perform to
estimate performance of SVM via. changes of the gamma
and B elements.

Database (search part): 1D is sent to the database where
there are tables for all information about each ID such as
name, father’s name, mother’s name, workplace, blood
category. Bring any ID to Oracle) matches the information
in which it is stored to identify the person who is signed.

Prediction: Following SVM operation, inspect and test
operation began by accepting the left eight signatures for
every person (i.e., 80 signatures in total for all persons).
The former processes are utilizing the similar algorithms
such as SURF. Then, it will be sent to the classifier to
detect the identification and coincidence to any person.
The testing and traimng operations achieved good
prediction accuracy.

RESULTS AND DISCUSSION

We have conducted experiments to prove the
viability of our proposed system to recogmize robustly the
signatures of persons. Two standard signature datasets
were used in our experiments to test our system on a wide
range of different signatures. The first dataset contains
240 signs of 10 persons. From the results of this dataset
in Table 1, we can found that the SVM classifier with
(Poly = 1) gave best classification accuracy (100%) among
other kernels. However, the other kemels gave the
following accuracies sequentially: (Precision linear+RBF)
= No hit/No test = 79/80 = 98.75) the, nonlinear Radial
Base Function (RBF) shows an accuracy of (98.75%),
linear shows (98.75%) and Poly = 2 provide us with
(77.5%) accuracy. Figure 7 shows the error in regard to the

33
=}
1

Error number
= o
1 1

W
1

—1

T
Linear

—1

f=]

PolyD=1  PolyD=2

Classification method

T
Non-linear

Fig. 9: Percentage of different techmques used

Table 1: Comparsion of signature classification accuracy using different
kernels of SVM classifier for first tested dataset

Technique Accuracy (%) Comiments

Non-linear — 98.75 Precision =No hit/No test = 79/80 = 98.75

(REF)

Linear 98.75 Precision = No hit/No test = 79/80 = 98.75
Poly=1 100 Precision = No hit/No test = 80/80 =100
Poly=2 77.5 Precision = No hit/No test = 62/80 = 77.5

Table 2: Table of eerors number and accuracy for each person

No. of persons  Frrors number  Comments Accuracy (%6)

[L[h1]],2.3.5, © No hit/No test= &8= 100

6,7,8,9,10] 1%100

[4] 1 No hit/No test=7/8=  87.5
0.875%100

number of persons. From this SVM classifier, we can
analyze the error as shown in Fig. 7. We can notice from
Fig. 7 that the number of errors 1s minimal for all persons
and 1t 18 zero for mne persons. However, this error 1s one
for person number four.

Figure 8 shows that the accuracy of the system for
each person 15 100% except person four 13 87.5%. These
results provide another evidence that owr proposed
system 18 robust enough to recogmze the signatures of
persons. Table 2 shows the errors number per each
person mdividually while Table 3 shows the errors
number for all persons together (1.e., whole recognition
system). Table 4 is presented to compare the proposed
signature recognition system with state of art approaches.
Two approaches have been compared with the proposed
system and the comparison results are shown in Table 4.
One of these resaerchers used combined method with
Hough transform as classifier and they got a recognition
of 94.60 (Oloyede and Hancke, 2016). Another researcher
used back propagation Neural Network (NN) as classifier
and they got a recognition of 82.60 (Pansare and Bhatia,
2012). The recognition phase in our proposed system as
follows: SURF (SVM-RBF) withrecogmtion 98.75%. From
these experimental results, we can notice that our
proposed signature recognition system outperforms
other approaches. Figure 9 represent the accuracy of all
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Table 3: Table of eerors number and accuracy for all persons

14 (8): 2687-2694, 2019

No. of persons Errors number No. of tested images Comments Accuracy
10 1 30 No hit/No test = 79/80 = 0.9875%100 98.75%
Table 4:Comparison of the proposed system with other systems

Researchers Classifiers Recognition rate (%)
Porwik et al. Combined method with Hough transformation 94.60
Pansare and Bhatia (2012) Back propagation NN 82.60

The proposed system SURF (SVM-RBF) 98.75

Table 5: Error number and accuracy of each person

No. of persons

Errors numbers

Comments Accuracy (%0)

[1,2,3,5.6, 7,8 9 10,11, 12, 13, 15, 16, 17, 0 No. hit/No. test =8/8=1*100 100
19, 20, 21, 22, 23, 24, 27, 28, 30, 31, 32]
[4,14, 18, 25, 26, 29, 35, 39, 45, 48, 55, 56, 67, 77, 1 No. hit/No. test = 7/8 = 0.875 87.5
78, 79, 81, 83, 85]
Table 6: Error number and accuracy for the whole system
No. of persons Errors number No. of image testing Comments Accuracy (%)
32 6 236 No hit/No test = 250/256 =0.977*100 97T
127 1 1 1 11 1
1.0+
§ o0s-
5 0.6+
E 0.4
0.2+
o 0 0 0 00 009 0
1 23 456 7 89 10111213 14 1516 1718 1920 2122 23 2425 26 2728 2930 3132
No. of persons
Fig. 10: Error curve
80 T T T T T T T T ¥ T T T T T T T T T T T T T T 1 ¥ L] T T T T 1
1 23 45 6 7 891011121314 1516 1718 1920 21 22 23 2425 26 2728 2930 3132
No. of persons
Fig. 11: Accuracy curve
techniques used in this research as follows for the 201
first signature dataset. We have also conducted a 70
second group of experiments on the second signature é 607
dataset using SVM classification method with linear £ 28:
and non-linear kernels and their results as follow. § 30
From Table 5 and 6, respectively shows the accuracy S 204
for each person and system. It can be drawing the 71— — L
0 T T T T
curve for error and accuracy for each person as Linear Nonlinear PolyD=1  PolyD=2

shown in Fig. 10 and 11. From Table 6, it can be obtained
of the second datasets the following curve as shown in
Fig. 12.

Classification method

Fig. 12: Percentage of different techmques used
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CONCLUSION

We have proposed in this study an offline signature
recognition system. This signature recognition has used
SURF and BOW algorithms and also SVM classifier. In
this system, we can load any signature and examined
through the processes of recognition and verification and
refund the data m high velocity and accuracy. We
obtamed approximately 98.75% classification accuracy for
the first and second used standard datasets. The main
characteristics of the proposed system are we obtained
good results in terms of recognition accuracy using oracle
data base to refund the data base to a server because they
have high security and quick to deal with Java.
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