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Abstract: Diagnosis of heart disease 1s a very critical and challenging task in medical science field. Healthcare
providers are collecting a massive amount data including heart disease data which unfortunately contains
relevant, irrelevant and redundant features. Selecting optimal features set is a critical and important process for
such high dimensional data analysis. Data mming and features selection techmques can assist in decision
making and for better diagnostics of many diseases, however, traditional features selection techniques provide
a limited contribution to classification. This research proposes a new approach for features selection. The new
approach suggests collaboration between well-known features selection techniques by accumulating features
rank for all selected features selection techniques, then, elects features which produce the highest rank. The
optimal features are used to form a subset of dataset and features with lower rank will be eliminated. The full
dataset and new dataset will be evaluated on five well known machine learning algorithms to evaluate the result
of the proposed technique according to accuracy, recall, precision and f-measure. The proposed approach
shown better prediction rate based where kNN recorded the best enhancement rate in accuracy (+3.7%),
precision (+8.1%0), recall and (+0.3.5%) f-measure (+0.3.7%).
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INTRODUCTION

Heart disease has appreciably increased over the last
decade and become one of the most leading death
causation around the world (Long et af., 2015). Heart
disease rises the demand on public health providers and
mcrease healtheare cost worldwide (Fowkes et al., 2013).
Due to the presence of many heart disease features,
doctors may face some challenges to diagnose heart
disease quickly and accurately. Therefore, information
technologies advancement could assist doctors in
diagnosing such diseases (Kavitha and Kannan, 2016).
The literature showed many attempts to utilize soft
computing m diagnosing heart disease such as hybrid
models. Typically, hybrid models consist of two phases,
the first phase is features selection techniques to select
the sigmficant features, then feed selected features to
data mimng techmques and algorithms to produce
knowledge and patterns (Shao et al., 2014; Ashraf et al.,
2012).

Heart disease datasets usually contamn relevant
features, irrelevant data or redundant features. Irrelevant

and redundant features may influence the prediction
process, thus, features selection techmques stimulate
data mining techniques to focus on useful features and
ignore impractical features based on the idea of reducing
the mitial features set from n features to m features where
m<n to reduce the risk of over fitting, provide more
accurate prediction, improve model generalization ability,
and to reduce the computation cost (Long ef al., 2015;
Inbarani ef al., 2015).

Motivation: Electronic medical records usually contain
relevant, irrelevant and redundant features which create
challenges for data mimng tools for predicting and
diagnosing diseases such as heart disease. Finding a set
of features that best describe the dataset could enhance
the mining process and produce a better outcome.

Objectives: Given the importance of features selection
techniques in diagnosis and predicting diseases, the aim
is to propose a new approach for diagnosing heart
disease based on data mimng techmques and features
selections. The approach suggests cooperation between
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wellknown features selection techniques to elect subset
of features. The proposed approach will use features that
best predict the class label based on features rank. A new
dataszet will be formed based on the elected features. The
full-dataset and the new-dataset will be evaluated
using five well known machine learning algorithms
(Naiwve-Bayes, support vector machine, k-nearest
neighbor, artificial neural network and decision tree)
based on classification measures such as accuracy, recall,
precision and fmeasure.

Scope: This research investigates features selection
domain which ig frequently used data mining technigque to
find the optinal features set to overcome the problem of
high dimensionality, redundant and irreverent features.
The rest of the study 18 organized as the following,
description about some features selection techniques
and data
expertment and results and finally, conclusion and future

mining classifiers, research methodology,
worlks,

Features selection techniques: In general, features
selection or dimensicnality reduction techniques are
based on the idea of reducing the initial features set from
n features to m features where m=n, this technique leads
to a better data visualization, data compression, better
clagsification accuracy, fast and efficient data retrieval
Features extraction finds a new m dimensions that belong
to the original dimensions n (Alhaj ef of., 2018). Features
selection retails a subset of m best features from an n
criginal set of features and eliminates the remaining
features according to some norms such as mformation
gain, correlation based features selection, relief, gain ratio,
symmetrical uncertainty and one-E.

Information Gain (IG): Measures the ability of a certain
feature f to eplit the dataset instances into digjoint subset
based on entropy. Decision tree classifier finds the best
gplit feature (g) (Chuang of of , 2008, Ashrafef ol | 20110

Correlation based feature selection technique: Eank
features that are greatly correlated with the class label but
rict correlated with each other, irelevant features with low
correlation with the class label should be ignored and
redundant features also ignored because they are
highly correlated with each cther (Zhang ef al, 2018,
Wald efad., 2014).

Relief: A features selection technique takes a sample
instance from the data randomly and then locating its
nearest neighbor from class labels Feature value of the
nearest neighbors are compared to the sample nstance 1n

order to be used to update the relevance score of every
feature, since, the useful features must be differentiate
between instances of different classes and in the same
time have the same value for instances from the same
class (Canedo et af., 2014

Gain ratio: A feature selection technique considered as
an extension to information gam algerithm. Gain ratio
features selection technique solve information gain bias
problem by normalizing the contribution of all features
(Faregowda ef al, 2010; Ashraf ef al |, 20120

Symmetrical uncertainty: A normalized form of
information gain in which compensates for information
gain's bias toward features with more values and
normalizes its values to the range [0, 1] (Kumar ef af ,
2014; Ashraferad , 20100

One-R: & simple algonthm builds on one-rule of each
attribute in the training data to select the smallest error
rule. One-K treats all features with numerical values as
continuous and use a straightforward method to split the
values range into multiple digjoint ntervals. This primitive
scheme produce a simple rule based on features only and
considered as a minitmal form of classifier, One-R can be
useful for pinpointing a baseline performance as a
benchmark for other learning schemes (¥ ildinim, 2015

(Fig. 1).

MMachine learning classification techniques: MMachine
leaming 1g a branch of artificial mtelligence in which
gysterns and models leam from data, predict future unseen
cases, make decisions and identify useful patterns
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Fig. 1. SVM lmear classes sepration (classfication)

(Demidova of af., 2015)
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Machine learning algorithms usually divided in two main
types; Supervised and un-supervised learning methods
(Dua and Du, 2016). Supervised machine learning 1s based
on the idea of training and tuning algorithms that reason
from known class labels instances mn order to produce a
general hypothesis to enhance the prediction of future
cases (Kotsiantis, 2007). Supervised learning algorithms
are categorized based on the learning algorithms structure
and objective. The objective of supervised learning
technique 1s to categorized data from prior mformation
and obtaining common patterns (Singh et al., 2016).
Example of machme learming algorithms are Support
Vector Machine classifier (SVM), Artificial Neural
Network (ANN) and decision tree. On the other hand,
unsupervised machine learning algorithm 1s to capture
and exploit the dataset structure to classify data into
groups and pattern based on distance measure without
the need to know class labels or the target. Unsupervised
algorithms designed to summarize the data key features
to decide the of mput patterns
given a specific cost function. k-mean clustering, self-

normal  cluster
organization map and hierarchical clustering are examples
of unsupervised leaming algorithms (Breve and
Pedronette, 2016).

This research uses the following machine learning
classification techniques for training and testing the
model and features selection methods to find the most
performing features that predict the class label.

Naive-Bayes: Probabilistic model based on Baye’s
theorem  that

combinations in each dataset to calculate a set of

count the frequency and values
probabilities assuming that all features are independent
which mean the presence or absence of a given
feature is unrelated to the presence or absence of other
features.

Naive-Baye considered an efficient supervised
learning algorithm in addition to its robustness for
noisy data and 1its applicability for huge dataset
also Gaussian-Naive-Bayes classifiers shown the ability
to perform well in many real-world applications such as
document classification and spam filtering where the
classifier requires a small amount of traimng data to
estimate the necessary parameters (Krishnaiah et al,
2014; Ahmad, 2013).

Support Vector Machine (SVM): A boundary supervised
learning algorithm can determine which object belong to
which class with the boundaries of areas and implements
a supervised learning. SVM is a mathematical function

even being linear or non-linear classifier which means it
can distinguish two different types of object fall into
classes by transforming original features space mto a
high-dimensional space then search for separating hyper
plane, the maximum margin mn that area separating the
class on both hyper plane sides. Two parallel hyper
planes defining the class boundaries and constructing
laying the highest possible distance from each other in
linear model (Demidova et al., 2015).

Artificial Neural Network (ANN): Computing algorithm
inspired by the biological neural networks in brains. ANN
performs tasks by learning from examples without being
previously programmed.

Generally, neural networks consist of artificial
neurons connected in a network by some way to store
information and to model the mput-output of processes in
addition to layers and activation functions as shown in
Fig. 2. ANN has been used on a variety of tasks including,
medical diagnosis, machine translation, speech
recognition, computer vision and social network filtering
(Pal and Mather, 2005).

k-Nearest Neighbor (kKNN): A classifier model based on
the idea of finding unknown data point category based on
its nearest neighbors point which class is known. The
value of k 13 iumportant to determine the number of
neighbors to be considered in sample data point class
identification process. kNN calculate traimng points
weights base on their distance from sample data point but
this algorithm still has some drawback such as the
computational complexity and required memory in
addition, its sensitivity to noisy and wrelevant features
which can clearly decrease its accuracy. Memory
requirement drawback can overcomes by reducing the size
of data specifically by eliminating the repeated patterns
and data points (Krishnaiah et al., 2014).

Decision tree J48: Decision trees generated by C4.5 can
be used for classification. J48 classifier is a C4.5
implementation which 1s the successor of the ID3
algorithms. TD3 algorithm is based on inductive logic
programming language models that building a decision
tree based on the traiming data using an entropy measure
to specify the important features of training cases to
populate the tree leaves.

J48 sets the training data set dominant attributes as
tree root and create a leaf training dataset for each
possible value the root can take then repeat this process
for each leaf using training data classified by this leaf. J48

2251



J. Eng. Applied Sci., 14 (7): 2249-2257, 2019

Fig. 2: Artificial networks layers

Table 1: Sample previous work results

Classifiers Accuracy References

J18 0.531 Fernandez-Delgado et .
(2014)

SVM 0.5860

Naive Bayes 0.8150 Cheung (2001)

ANN backpropagation 0.7840 Kangwanariyakul et af. (2010)

Bayesian 0.7840

ANN probabilistic 0.7060

SVM linear 0.7450

SVM polynomial 0.7060

SVM kemel 0.7080

Naive Bayes 0.7860 Andreeva (2006)

Decision tree 0.7570

Neural network 0.8280

Decision tree 0.7760 Pouriveh et al. (2017)

Naive Bayes 0.8350

kNN 0.7620

ANN 0.8230

SVM 0.8420

148 0.7820 Kinge and Gaikwad (2018)

Naive 0.8260

ANN 0.7940

ignores the missing values such as values of items that
can be predicted using what 1s known about the feature
values for other records (Saravanan et al., 2008). The
major function of ID3 algorithm 1s to identify the most
appropriate feature to best disjomt data into multiple
classes. TD3 uses entropy and information gain to
measwre the data item wnpurity. The smaller entropy
means full data membership to one class while the highest
value refers to the existence of more than one class.
information gain measure the decreasing of weighted
average entropy of feature compared with the completed
dataset entropy (Dimitoglou et al., 2012). Table 1 shows
sample classification accuracy from previous worls.

Hidden

Output
layer

Output

MATERIALS AND METHODS

The phases of current research are summarized in
Fig. 2 and 3:

Data collection and classification: The dataset is a
publicly available data from UCT machine learning
repository website. The dataset consist of 76 attributes
and 303 records (instances), only 14 of them are actually
used because all published previous work used the 14
features. Few missing values (six values), all missing
values were replaced by “?". Table 2 shows dataset
description.

We used Weka tool to evaluate the classification
accuracy, recall, precision and f-measure for the data set
before starting any step in evaluating the efficiency of the
proposed approach using Naive Bayes,
neighbor, support vector machine, artificial neural network
and tree J48 classification techniques. The process of

k-nearest

spliting the dataset mto traimng and testing data was
accomplished by Weka where 2/3 of dataset used for
trainings and the rest for testing.

We used Weka tool (Waikato Environment for
Knowledge Analysis) to perform the classification
accuracy, recall, precision and F-measure for the
dataset before applying the proposed approach. Weka
is an open source machine learning and data
mining tool, it contains an extensive collection of
algorithms and data pre-processing methods for
data extraction and the experimental comparison of
different machine learning techniques (Frank et al.,

2004).
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Data collection, cleveland
heart disease dataset

Data preprocessing and
classification

v

Applying feature selection
techniques, eliminating
non-optimal features

v

Applying features selection
techniques, eliminating
non-optimal features

t v

Eliminate features that it is
accumulated rank is less than |«
threshhold rpeat classification

Calculate classification
measures

Dataset classification process
optimal features set

Fig. 3: Resaerch method

Table 2: Cleveland clinic foundation dataset description
Feature name Feature description

Age Age inyears

Sex Rex (1 =male; 0=female)

cp Chest pain type

tresthps Resting blood pressure

chol Serumn cholesterol in mg/dL

ths Fasting blood sugar=120 mg/dL.
restecg Resting electrocardiographic

thalach Mazxcimum heart rate achieved
exang Exercise induced angina

oldpeak 8T depression induced by
Exercise relative to rest
slope The slope of the peak exercise ST segment
ca Number of major vessels
thal Noarmal, fixed or reversable defect
num Diagnosis of heart disease (0 or 1)

Applying features selection techniques: We applied
information gain, gain ratio, relief F, symmetrical
uncertamnty and one-R features selection techniques on
heart disease dataset. We recorded the resulted rank for
all features wusing the selected features selection
technique to determine which features should be
eliminated and to enhance classification accuracy. Using
this traditional way, features ranks were near and hardly
to determine the less important features.

Features selection techniques collaboration ranks: Since,
mndividual features selection techmques ranks produced
near results, we suggest combining features ranks for all
selected techniques  using
multiplication, averaging and cumulation. Multiplying
features ranks produced by all techmques shown similar
outcome to individual features selection techniques. the
median and average of features ranks

features selection

were not

appropriate, since, it did not provide a clear indicator
about the non-optimal features set. Finally, we calculated
the accumulated rank for each feature. Each feature
accumulated rank equals the summation of its assigned
ranks using features selection techniques. The
accumulated rank was success to give as a clear cursor
about which features should be removed.

Eliminating features with accumulating rank less than
threshold: Based on the result of previous phase we
adopted a certamn indicator to decide which features are
optimal and which are not. All features with accumulating
rank <1 are considered as non-optimal features and
accordingly, they have been removed. Using this
procedure four features were eliminated to remaimn ten
features out of fourteen orignal features. Finally, we
calculate the changing rate of classification accuracy,
recall, precision and f-measure between the accumulating
rank features selection techmique and traditional
features selection techmiques to produce conclusion and
results. Equation 1-4 show the calculation procedure of
classification accuracy, recall, precision and f-measure,
respectively:

Accuracy = LDAIN. (1)
TP+TN+FP+FN
Recall = L (2)
TP+FN
Precision = i (3)
TP+FP
N
Fomeasure = 2% Precision *recall (4)

Precision +recall
RESULTS AND DISCUSSION

The experiment applied to publicly available heart
disease data set from UCT machine learning repository
called Cleveland Heart Disease-CHD. Figure 4 shows
density for CHD features. CHD contains fourteen features
and 303 mstances. We applied Naiwve Bayes, k-nearest
neighbor, support vector machine, artificial neural network
and tree J48 classification techniques on the original CHD
before applymng any features selection technique,
classification measures shown m Table 2.

Table 3 shows the total rank for all features using
FSTs (correlation based, gain ratio, information gain,
One-R, reflief and symmetrical analysis). The proposed
approach suggests eliminating features with accumulated
rank less than threshold (<1) wherefore, four features
have been eliminated (trestbps, chol, fbs and restecg).
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Fig. 4: CHD features density: a) Age; b) Sex; c) cp; d) trestops; e) chol; f) fbs; g) restecg; h) thalach; i) exang; j) oldpeak;

k) slope and I) num

Table 3: Accumulative featires ranking according to age and sex

FiTfeatures Age Sex cp trestbps chol fbs restecg  thalach  exang oldpeak  slope ca thal
Correlation Based (CB) 022 0.28 0.41 0.15 0.09 0.03 017 0.42 0.43 0.42 034 046 0.52
Gan Ratio (GR) 0.06 0.06 0.20 0.00 0.000 0.00 0.020 0.130 0150 0.10 0110 017 0.21
Info Gain (IG3) 0.06 0.06 0.20 0.00 0.000 0.00 0.020 0.130 0.140 0.15 0110 017 0.20
OneR. (CR) 063 061 078 0.56 0.530 051 0.530 0.640 0720 0.69 0680 0.74 0,76
Relief (Re) 0.0z 0.10 0.08 0.02 0.000 001 0.050 0.020 0.080 0.03 005 0.0% 0.08
Symmetrical (Sy) 0.06 0.06 0.20 0.00 0o 0 0.00 0.020 0.130 0150 0.12 0110 017 0.21
Total 1.06 1.17 1.86 0.73 0.610 055 0.920 1.460 1670 1.52 1400  1.80 1.98

Table 4 shows a list of features with accumulating
rank greater than the threshold those features will form a
new dataset containing same number of instances as the
original dataset but less number of features (9 features),
in addition to the class feature. Features with
accumulating rank less than threshold have been
considered as non-optimal features and accordingly, they
have been removed from the dataset. Table 5 and 6 show
results of applying classification techniques on newly
constructed dataset. The results of applying classification

techniques based on results of FSTs were as follow: all
classification techniques produced better prediction
rate based on accuracy, precision, recall and f-measure.
kNN recorded the best enhancement rate in accuracy
(+3.7%), precision (+8.1%0), recall and (+0.3.5%) t-measure
(+.5.7%), then ANN, J48, SVM and Naive Bayse as
shown in Fig. 5. Figure 5 shows clagsification measures
using the original dataset (black column) and
classification measures using the new constructed dataset
oI gray.
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Table 4: Classification results on original CHD

Classifiers Accuracy Precigion Recall F-measure
N-Bayes 0.834 0.836 0.835 0.834
SVM 0.838 0.834 0.838 0.838
kNN 0.752 0.754 0.752 0.753
ANN 0.788 0.784 0.789 0.788
TREE J48 0.784 0.785 0.785 0.785
Table 5: Accumulative features ranking
Features/FT] CB GR 1G OR Re Ry Total
age 0.22 0.06 0.06 0.63 0.02 0.06 1.06
sex 0.28 0.06 0.06 0.61 0.10 0.06 1.17
cp 041 0.20 0.20 0.76 0.08 0.20 1.86
thalach 0.42 0.13 0.13 0.64 0.02 0.13 1.46
exang 043 0.15 0.14 0.72 0.08 0.15 1.67
oldpeak 0.42 0.10 0.15 0.69 0.03 0.12 1.52
slope 0.34 0.11 0.11 0.68 0.05 0.11 1.40
ca 0.46 0.17 0.17 0.74 0.09 0.17 1.80
thal 0.52 0.21 0.20 0.76 0.08 0.21 1.98
Table 6: Classification results on CHD selected features
Classitier Accuracy Precigion Recall F-measure
N-Bayes 0.835 0.878 0.828 0.852
SVM 0.842 0.896 0.826 0.8600
kNN 0.789 0.835 0.787 0.8100
ANN 0.819 0.854 0.819 0.8360
TREE J48 0.792 0.842 0.789 0.8140
_ O CHD-selected features .
0-85 (a)__ — @ CHD-original features 085 (b)__ — |
0.80 _ 0.80 _
oy ] £ —
g 'z
3 5
3 0.754 8 0.751
< A
0.704 0.70
0.6 0.65 T
0.80- 0.801 ]
— - _ : .
£ .8
=] 17
‘G 5 0.757
é 0.754 ;1_3
a
0.70_ 0.70"
0.65 , 0.65
0 1 2 3 4 0 1 2 3 4
Features
Features

Fig. 5. CHD features O:

Features selection algorithms aim to eliminate

CONCLUSION

N-Bays: SVM 2: kNN 3: ANN 4 J48

evaluation criteria to improve machine learmng techniques
predictions. In this research, we used several machine
learning classification techniques (Naive Bayes, k-nearest

irrelevant features from the original dataset on certain  neighbor, support vector machine, artificial neural network
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and tree J48 classification techniques) and several
supervised features selection techniques (information
gain, gain ratio, relieff, symmetrical uncertainty and oneR
features selection techmques). We attempted to find and
apply the most appropriate features selection techniques
collaboration method which was the accumulated rank.
We applied our approach to a public dataset, cleveland
heart disease dataset, the results of applying
classification techniques based on the results of features
selection techniques were as follow, kNN recorded the
best enhancement rate m accuracy (+3.7%) precision
(+8.1%)recall and (+0.3.5% ) F-measure (+0.5.7%). Finally,
we are aspire to expand the use of accumulated rank as
features selection technique by evaluating our approach
over more datasets from different domains.
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