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Abstract: Big data is not about just storing data, it’s to explore large volumes of data and extract valuable
mnformation and knowledge from it for future actions. Employment 1s the maimn form of social integration, a factor
i improving living conditions and preventing risks of poverty and vulnerability and the most appropriate
indicator for assessing the level of social cohesion in a country. Graduates face every year real competitions
to ensure their employability. Mining employability data will give decision makers a great view of the data and
opporturities to make improvement m this sector. In this study, we presented a data mming model for predicting
employability using the classification algorithm decision tree also we presented the variables which have an

important role predicting graduate’s employability.
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INTRODUCTION

Now a days, people start to use a lot of comected
things and objects (Ding ef af., 2013; Wu ef al, 2008)
such as cars, phones. Data 13 generated almost all the time
which give this huge amount of data ready to be used and
stored. Traditional technologies (Silva ef af., 2016) cannot
process this amount of data due to its limited storage
capacity, the rigid management, the lack of scalability and
flexibility which lead us to the big data revolution
(Agrawal and Nyamful, 2016). But big data 1sn’t just about
storing the data the extraction of the knowledge 13 the
most important process (Prasad and Aruna, 2016). Data
mining advanced algorithms (Aslam and Ashraf, 2014) are
needed in order to get accurate results and knowledge to
predict future observations. In this experiment, we used
Rapid Miner Studio (Kori, 2017) Educational Version
8.1.000 in Hadoop (Kumar ef al., 2014), it 1s used to
inplement machine learmng algorithms and it mcludes
also Weka extension to implement algorithims designed for
Weka miming tool. Also it provides learming schemes,
models and algorithms from R scripts.

Employment (McQuaid et al., 2005) 1s the mam form
of social mtegration, a factor of mmproving living
conditions and preventing risks of poverty and
vulnerability and the most approprmiate indicator for
assessing the level of social cohesion in a country. To
define employability briefly from a graduate’s perspective,
1t’s the capability to gain and obtain a new employment.
The enhancement of graduates employability 15 a
signficant and persistent problematic. Employability
represents a serious problem for graduates they face

every year real competitions to ensure their employability,
the professional mnsertion is increasingly difficult. There
are many explanations and causes for this matter, factors
which take a big responsibility, for example, the poor
economic performance of the country, the structure of the
economy, the educational system or maybe the university
fields of study which makes the professional insertion a
bit difficult This 18 why we are using data mining in order
to propose solutions and opportunities for future
prediction (Kaur ef al., 2015) a model for predicting
employability using classification algorithms and the
variables which have an important role predicting
graduate’s employability.

Literature review: Many fields now are taking advantage
of the powerful use of data mining and the opportunities
offered m order to improve a particular domam here
presented below few previous works using data mning
classification techniques.

Kaur et al. (2015) proposed an experiment focusing
on identifying slow learners in the educational field using
data mimng classification techmques using real world
data collected from high schools. Using Weka, they
applied several algorithms such as multilayer perception,
Naive Bayes, SMO, J48 and REP tree in order to find out
the best classifier model. The results have shown that
multilayer perception algorithm is the best classifier with
75% accuracy of the model.

Venkatadri and Lokanatha (2010) presented an
experiment using various data mimng classification
algorithms, the aim of this experiment is to choose the
best suited algorithm performing the best accuracy model
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and to evaluate the models using different metrics, they
used sample data but using real world data would be
better in order to use the results in real life and take
advantage of the lnowledge to make
improvements.

extract

Chitra and Subashim (2013) presented an experiment
i the bank sector, the aim of this experument is to
discover and anticipate in advance fraud prevention and
detection, customer retention, marketing and 15k
management.

Mirmozaffarn et al. (2017) proposed a system
implemented in Weka using data mining techniques in
order to predict heart disease, they used several
classification algorithms and the results have shown that
the random tree algorithm achieved $7.6077% of the model
accuracy and the lowest errors and therefore, considered
as the highest algorithm performance.

MATERIALS AND METHODS

In this study, we used Rapid Mmer Studico
Educational Version 8.1.000 using an employability
dataset. In our previous research, data mimng
techniques for predicting employability. Tn Morocco
(Mohamed and Abdellah, 2018), we did an experiment
comparing three classification algorithms (Kaur et al,
2015), decision tree, logistic regression and Naive Bayes
and the results have shown that decision tree model 1s
better than logistic regression and Naive Bayes in all
(Hossin  and  Sulaiman, 2015),
classification error, Kappa statistics, F-measure, recall,

metrics accuracy,

Table 1: Results of the performance comparison of the classifiers

sensitivity, precision and ROC, except for time to build the
model, Naive Bayes was faster. Here, presented below a
brief summary of the results of the comparative between
the data mining algorithms decision tree (Song and Lu,
2015), Logistic regression and Naive Bayes (Pisote and
Bhuyar, 2015) (Table 1).

And now, we will present the most efficient model
which 15 decision tree (C4.5) which we used to classify
graduates into working and not working for predicting
employability (Fig. 1).

Data collection: In this phase, we collect the data we’re
going to use the data used in this study is collected from
a survey of employability conducted by Hassan The 1st
University in 2016 in partnership with the National
Evaluation Office (NEO) under the Higher Council for
Education, Training and Scientific Research. This survey
took 3 years which means 1t started in 2013 and finished
in 2016, Data is large, multivariate, incomplete,
heterogeneous and unbalanced in nature (Lee et al,
2017). In the next phase, we will prepare the data and we
will clean 1t, so, it can be ready for modeling and applying
the classification algorithm decision tree.

Data preparation: Once we collected the data, this data
need to be selected, cleaned, built into the desirable
format and formatted. This is one of the crucial
phases in the data mining process and 1t’s the most
time-consuming part of the process. The data at first
contained 1752 rows and 22 attributes, after cleaning and
removing the non-pertinent data, like name, phone
number, email, etc. The final data contamns 1208 instances
of 13 attributes as described (Table 2).

Accuracy Classification ~ Recall Kappa Sensitivity Time to
Algorithm (%) Precision error (%6) (%) statistics F-rmeasure (9%) build (msec)
Decision tree 81.70 T7.06 1830 92,92 0.631 0.84 9292 390
Logistic regression 80.79 82.24 19.21 80.13 0.616 0.81 80.13 344
Naive Bayes 78.23 73.58 21.77 90.20 0.561 0.81 90.20 47
Table 2: Description of the attributes
Attribute Types Description
Gender Binary Gender of the graduates (male, female)
Diploma MNominal Type of the diploma of the graduates
Field Norminal Field of study
Grade Ordinal Which grade in the baccalaureate
University MNominal Which university the graduate graduated from
Practice level Ordinal The graduate level of practice in his field of study
Informatic level Ordinal The graduate level of practice in information technology
French level Ordinal The graduate French level
English level Ordinal The graduate English level
BRaccalaureate serie MNominal The graduate baccalaureate option
Training period Binary Did the graduate made any training (ves or no)
Theorical level Ordinal The graduate level of theory in his field of study
Employability Binary Is the graduate working or not working
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Fig. 1: Performance comparison of the three classifiers using the different metrics
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Fig. 2: Graph of the class distribution
Modeling: Now, after the data collection and
preparation, and based on the type of data we have and
the type of the variable we want to predict, we
unplemented the classification algorithm Decision tree
(Table 1 and Fig. 2).

We used different metrics in order to evaluate the
model’s performance: Accuracy, classification error, recall,
Kappa statistics, F-measure, sensitivity, precision and the
time to build the model, here’s a description below of the
different metrics we used.

RESULTS AND DISCUSSION

After applying decision tree this is the results f the
experiment (Table 3-6). As we mentioned before, in our
previous research, data mining techniques for predicting
employability. In Morocco, we did an experiment
comparing three classification algorithms, decision tree,
logistic regression and Naive Bayes and the results have
shown that decision tree model is better than Naive
Bayes 1 all metrics, accuracy, classification error, Kappa
statistics, F-measure, recall, sensitivity, precision and
ROC, except for time to build the model, Naive Bayes was
faster. And now, we will present the decision tree (C4.5)
model for predicting employability and we’1l describe the
results.

Accuracy Galdi and Tagliaferri (2018) represents
the percentages of instances correctly classified by the

Table 3: The class distribution

Class Distribution
Working 586 (49%0)
Not working 622 (51%)

Table 4: Confusion Matrix for binary classification

Varriables Positive class Negative class
Predicted positive class Trie Positive (TP) False Negative (FIN)
Predictive negative class  False Positive (FP) True Negative (TN)

Table 5: Metrics for classification evaluation

Metrics Formula Ewvaluation focus
Accuracy TP+TN/TP+ In general, the accuracy
FP+TN+FN metric measures the ratio

of correct predictions

over the total number of
instances evaluated
Misclassification error measures
the ratio of incorrect predictions
over the total number of
instances evaluated

This metric represents the
harmonic mean between recall
and precision values

This metric is used to measure
the fraction of positive patterns that
are correctly classified
Precision is used to measure the
positive patterns that are comrectly
predicted from the total
predicted patterns in a positive
class

Recall is used to measure the
fraction of positive patterns that
are correctly classified

Classification error  FP+FN/TP+
FP+TNA+FN

F-measure 2xPxR/P+R.
Sensitivity TP/TP+FN

Precision (p) TP/TP+FP

Recall () TP/TP+TN

algorithm, based on the results, Table 6 shows that the
accuracy of the model predicted by decision tree 1s 81.70
and 18.30 % of the classification error representing the
misclassified instances. Also, Kappa statistics (McHugh,
2012) have shown that the decision tree model (0.631) is
a substantial model based on Cohen interpretation
suggestion for Kappa results.

Sensitivity by Yao (2003) presents the correctly
predicted positive observations to all observations in
actual class 92.92% for decision tree. Another mmportant
metric is F-measure (Powers, 2011), it tells how precise the
classifier is and how many instances are classified
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Table 6: Performance of the decision tree model

Algorithm/metrics Decision tree
Accuracy 81.70
Precision T7.06
Classification error 18.30

Kappa statistics 0.631

F measure 0.84

Recall 92,92
Sensitivity 92,92

Time to build the model (msec) 390

Table 7: Confusion matrix of decision tree model

Confusion True True not Class
matrix working working precision (%o)
Pred. working 409 44 90.29
Pred. not working 177 578 T6.56

Class recall 69.80 (%) 92.93 (%)

correctly as well as how robust 1t 13 again the results
shows that decision tree is classified correctly with 0.84 F-
measure rates.

Another metric is precision, Alvarez (2002) results
shows that decision tree model has a high precision with
77.06% and also recall with 92.92%. And in term of time to
build the model, it took 390 m sec.

Based on the decision tree model applied, the
variables which have an mmportant role predicting
graduate’s employability are: Umversity {encg, ensa,
fst}, Grade {Very Good, Good, Pretty Good}, Tramng
period {Yes}, French level {Excellent, Good, Medium}.

Model developed by decision tree algorithm: Here,
presented below the decision tree model, these rules
describe and give a clear insight of the attributes that
affect the graduate’s employability.

Algorithm 1; Decision tree algorithm:

University = ENCG: Working {Working=143, NotWorking=5}

University = ENSA

| | Grade = Good: Working {Working=2, NotWorking=1}

| | Grade =Passable: NotWorking {Working=0, NotWorking=8}

| Gender = Male: Working {Working=20, NotWorking=0}

University = ESTR

| EnglishLevel = High

| | TrainingPeriod = No: NotWorking {Working=0, NotWorking=11}
| | TrainingPeriod = Yes

| | | FrenchLevel = Low: NotWorking {Working=0, NotWorking=3}
| | | FrenchLevel = Medium: Working {Working=2, NotWorking=0}
| | | FrenchLevel =Vey Low| | | | InformaticLevel = Very Good:
Working {Working=13, NotWoaorking=1}

| | | | Informaticl.evel = Medium: Working {Woaorking=7,
NotWorking=0}
I R
NotWorking=0}
| EnglishLevel =Excellent: Working {Working=5, NotWorking=0}

| EnglishLevel = Low: NotWorking {Working=0, NotWorking=3}

| EnglishLevel = Medium: Working {Working=3, NotWorking=0}
University = FPK: NotWorking {Working=100, NotWorking=212}
University = FSTES: Working {Working=161, NotWorking=105}
University = FST

| Grade = Pretty Good

| | Diploma = Dipléme d'ingenieur: Working {Working=10,

InformaticLevel = Excellent: Working {Working=7,

NotWorking=0}

| | Diploma = Doctorat: Working {Working=2, NotW orking=0}

| | Diploma = Licence professiomnelle: NotWorking {Working=5,
NotWorking=13}

| | Diploma= Licence sciences et techniques

| | | FrenchLevel = Medium: Working {Working=10, NotWoaorking=

| | | | | Gender =Male: Working {Working=4, NotWorking=0}
| | | PracticeLevel =Medium

[

NotWorking=1}

[ A

NotWorking=0}

| 1 1] | PracticeLevel =Excellent

| | | | | | BaccalaureateSerie = SVT: Working {Working=7,

NotWorking=0}

| | | | | | BaccalaureateSerie = Sciences et technologie électrique:

Working {Working=2, NotW orking=0}

| | | | EnglishLevel = Excellent

| | | | | Field = Gestion: NotWorking {Working=0,

NotWorking=12}

[

NotWorking=0}

[ I A

NotWorking=4}

| | | | | Field=Management Logistique et Transport: Working

{Working=2, NotWorking=0}

| | | | | Field = Protection de l'envirormement: Working

{Working=2, NotWorking=0}

| | | | | Field = Techniques d'Analyse et Contréle de Qualité:

NotWorking {Working=0, NotWorking=5}

| | | | EnglishLevel = Medium: Working {Working=10,

NotWorking=1}

| | Diploma = Master recherche

| | | Practicel.evel = Very Good: Working {Working=14,

NotWorking=7}

| | | PracticeLevel = Low: NotWorking {Working=0, NotWorking=12}

| | | Practicelevel = Medium: Working {Working=11,

NotWorking=6}

| | PracticeLevel = Excellent: Working {Working=4, NotWorking=0}

| Diploma = Master spécialisé: Working {Working=6, NotWorking=1}

Grade = Good: Working {Working=43, NotWorking=24}

Grade = Passable: NotWorking {Working=21, NotWorking=94}

Grade = Excellent: Working {Working=2, NotWorking=0}

3}

| | | FrenchLevel = Low: NotWorking {Working=0, NotW orking=13}
| | | FrenchLevel = Excellent: Working {Working=6, NotWorking=0}
| | | FrenchLevel=Vey Low

| | | | EnglishLevel =High

| | | | | PracticeLevel = Low: NotWorking {Working=0,
NotWorking=10}

| || | | Practicelevel = Very Good

| | | | | | Gender = Female: Working {Working=12,
NotWorking=0}

|

|

InformaticLevel = Medium: Working {Working=6,

InformaticLevel = Very Good: Working {Working=7,

Field = Génie Electrique: Working {Working=1,

Field = Génie Mécanique: NotWorking {Working=0,

CONCLUSION

Determining the factors that influence the
employability of the graduates will give decision makers
a great view and opportunities to make improvements in
this sector. The objective of this paper 1s to present in
details the model of decision tree algorithm using Rapid
Miner Studio Educational Version 8.1.000 in Hadoop. In
this study we used real data, it’s collected from a survey
of employability conducted by Hassan the 1st University
112016 m partnership with the National Evaluation Office
(NEO) under the Higher Council for Education, Traming
and Scientific Research. We presented first the model’s
performance evaluation using different metrics, accuracy,
classification error, recall, F-measure, Kappa statistics,
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sensitivity, precision and time to build the model. The
results have shown that decision tree model is accurate
with 81.70% with 987 correctly classified instances and
just 221 misclassified nstances based on the generated
confusion matrix (Sammut and Webb, 2017). And then, we
presented the vamables which have an important role
predicting graduate’s employability which are University
{encg, fsjes, fst}, Grade {Very Good, Good, Pretty Good},
Training period {Yes}, French level {Excellent, Good,
Medium}.
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