Tournal of Engineering and Applied Sciences 14 (23): 8779-8785, 2019

ISSN: 1816-949%
© Medwell Journals, 2019

The Analysis and Prediction of Software Development Cost Based on
NHPP Software Reliability Model

Tae-Jin Yang
Department of Electronic Engineering, Namseoul University, Cheonan, Republic of Korea

Abstract: Tt is very important to find the optimal software development cost along with release timeduring the
software development process. Therefore, in this study, we analyze and predict software development cost and
release time using NHPP reliability models. As a result first, the cost curves of all models proposed in this study
decrease at the initial stage but gradually increase at the latter stage when the release time passes. Second, prior
to software release, if the cost of testing per umit time and the cost of removing one defect found during the
testing process mcreased, the development cost also increased but the release time remained unchanged. Third,
after the software release, if the cost of correcting the faults found by the operator increases at the operating
stage, the development cost is reduced but the release time is delayed. Fourth as a result of comparing the
models applied in this study, Lindley Model is the best model because it has high reliability for mission time
mn the future, low cost of software development and quick release time. Through this study, we were able to
present software developers and operators with the necessary prior mformation to predict the economic
software development cost and the optimal software release time.
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INTRODUCTION

With the rapid development of mformation
technology, the necessity of computer software
development is also increasing. If we can predict the
optimal software development cost and release time, we
will be able to perform efficiently mn the software
development process.

Therefore, based on software reliability, software
development process considering software development
cost and release time is very important issue. To date,
many software reliability models have been proposed. In
particular, a Non-Homogeneous Poisson Process (NHPP)
reliability model using an intensity function and an
average value function has been proposed in order to
estimate software reliability attributes withn a given
software failure time (Song et al., 2017). Yamada and Osaki
(1985) suggested that the mean value function can be
predicted using the meaximum likelihood method and
Huang (2005) presented the confidence interval of the
mean value function. Pham and Zhang (2003) proposeda
stability model to evaluate software stability. Recently,
Yang (2016) analyzed the software development cost
model, according to the change of shape parameter of
Erlang life distribution and Lomax distribution. However,
most of the existing studies have suggested efficient
prediction methods based on reliability models or most of
the cost studies have been based on changes in shape

parameters of single models. In particular, there is no
study on the analysis and prediction of software
development costs based on reliability models
(Song et al., 2017, Yang, 2017).

Therefore, m this study, we will analyze and predict
the software development cost using NHPP reliability
models such as Goel-Olcumoto basic model, Erlang Model,
and Lindley Model.

Literature review

NHPP Goel-Okumoto basic model: The Goel and
Olkumoto (1979) model is the most well-known basic model
in the field of software reliability. Let f(t) and F(t) for the
Goel-Okumoto Model be a probability density function
and a cumulative density function, respectively.
Assuming that the expected value of the defect that can
be observed up to the observation point [0, t] 15 +, the
finite fault strength function +(t) and the mean value
function m(t) are as follows (Yamada and Osaki, 1985).

A(t]8, by =ef(t)=0abe™ (N

m(tp, By =0F(t)=0(1-2 " (2)

Note that =, b=0. The likehhood function of the
finite-fault NHPP model using the Eq. 1 and 2 1s
derived as follows:
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Note that 2=(0<x<x,%...2x,) . The likelihood function
using the Eq. 3 is simplified to the following log
conditional expression

InL ypp (@‘ X ): nlng+ nlnb-b ixkfe (17

k=1

&) (4)

When Eq. 4 1s partially differentiated with respect to
¢ and b, the result is as follows:

%:17 exp(f‘tﬂ)xn) (5)

%: \ X, +éxn exp (—ﬁxn) (6)

i=1

Therefore, the maximum likelihood estimator 8, and by,
satisfying the following the Eq. 5 and 6 can be estumated
by a numerical method.

MATERIALS AND METHODS

NHPP Erlang Model: The Erlang distribution 1s the life
distribution of the gamma family widely used in the
software reliability. The probability density function and
the cumulative density function considering the shape
parameter (a) and the scale parameter (b) are as follows:

a

()

f(t)_r a le—bt (7)

F(t)= { - Zi (ll)'t) J (®)

i=0

Note that, b=0,a=1, 2, 3, ..., t*[0, *]. The log-likelihood
function of the finite-fault NHPP modelby using the Eq. 7
and 8 1s derived as follows.

L (G]x)=nIn6 — ninl (&) + nalnb + (a— 1)

n n 9
> nx -b>x —0+6¢ {Z(bx“)} ()

Note thatz=(0<x <x, 5., £x,).0 {g parameter.

When the Eq. 9 1s partially differentiated with respect
to* and b, the result 1s as follows:

ML yun(®x) 1) ST o)
a6 6 i

aInLNHPP(®‘X)_@7 .
ab Ty

(11)
6[eefbx (Za ! (bX )

ab

In this study, we consider a case where the shape
parameter (a) which means the type of software failure
distribution 1s 2.

cdInL B x
NH;PB( L):E tem (1+bx =0 (12)

oInL pop (®| X) 2n
b

- Bbxi g
&b

fzn:xl =0 (13)

Therefore, the maximum likelthood estimater 8,.; and by,
satisfying the following the Eq. 12 and 13 can be
estimated by a numerical method.

NHPP Lindley Model: The Lindley distribution 15 a
mixture type of exponential distributions and gamma
distributions. Let f(t) and F(t) for the Lindely Model be a
probability density function and a cumulative density
function, respectively. The probability density function
and the cumulative density function are as follows.

bZ
f(t)= 1+t)e™™ 14
® b+l ( )e
F(t):17b+l+bt ot as)
b+1

Note that b=0, t=0. Ghitany Adhikari and Srivastava
explains the characteristics of the Lindley distribution and
confirmed that it is a more efficient model than the
exponential distribution. Assuming that the expected
value of the defect that can be observed up to the
observation pomt [0, t] 15 +, the fimte fault strength
function +(t) and the mean value function m(t) are as
follows:

- J (16)

b+1

[1_b+1+bt ehtJ (17
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The likelihood function of the finite-fault NHPP model
by using the Eq. 16 and 17 is derived as follows:

L (€] )= [H rGx, )} expl-mix, )]=

(18)
LI ' b+1+bt
0 l+t)e ™]-exp[-B (l-——— ™™
[1_1[ b+1( Je "] exp[- 0 ( o1 )l
NOtethatxn:Z“:t] (i=L2...n;02x 2x;5 .., 2x, )
i=1

When the Eq. 18 is partially differentiated with
respect to + and b, the result is as follows:

Oy @]X) _n ) bHIobY, o (1)

0 0 b+1

aInLNHFP(®|§)_217 n g .-
ab b b1 & (20)

e (x, —b'x,+b-b'x,~b’ ) =0

Therefore, the maximum likelihood estimator 8, and by,
satisfymg the following the Eq. 19 and 20 can be
estimated by a numerical method.

RESULTS AND DISCUSSION

Software development cost model: The estimated total
cost of development based on software development cost
model is as follows (Zhang and Wu, 2012).

E=E +E,+E,+E, =
E +C, xt+C, xm(t)+C x[m(t+t)-m(t)]

Note that E is Estimated total cost of software
development. E, stands for software design and initial
software development costs and 1s considered a constant.
E, represents the software testing cost per umnit time and
is expressed by the following Eq. 22.

E,=C, xt (22)
Where:
C, = The testing cost per unit time
t = The testingtime point

E; represents the cost of removing a defect by
detecting a basic defect and is expressed by the following
Eq. 23.

E,=C, xm(t) (23)

Note that C, is the cost of removing one defect found
inthe testing process and m(t) is the expected value of the
defect that can be detected at time t.

E, represents the cost of eliminating all remaining
defects in the operating software system and is expressed
by the following Eq. 24.

E,=C, x [m{t+t )—m(t)] (24)

Note that C, is the defect correction cost discovered
by the operator at the software operation stage after the
software is released and t+ is the time for operating and
maintaimng the software after launching the software
system. In reality, C, has a higher cost than C, and C,.

Therefore, the optimal software release time for the
software development cost can be derived as follows
(Yang, 2016).

%:E':(E1+E2+E3+E4)':o (25)

In other words, it can be seen that the timing point at
which the smallest development cost 15 satisfied is the
optimal software releasetime.

The analysis and prediction algorithm: In this study, the
proposed algorithm 1 for analyzing and predicting
software development cost 1s as follows:

Software development cost algorithm
Step 1: Validate the software failure data collected
through the Laplace trend test analysis.

Step 2: Calculate the parameters (8., buw:) for the
proposed model using the MaximumLikelihood
Estimation.

Step 3: Analyze the results of changing the costs (C,, C,,
;) that make up the total cost of software development.
Step 4: Determine an efficient cost model that meets both
optimal software development cost and release time.

Step 5: Provides analysis and prediction information
about software development cost and release time along
with reliability analysis.

Let analyze and predict the software development
cost of the proposed reliability models using the
software failure time data (Prasad ef af., 2011) as shown in
Table 1.

Laplace trend test was used to verify the reliability of
the software failure time dataas shown in Fig. 1.
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Table 1: Software failure time data

Table 2: Parameter estimation of each model

Failure No. _ Failure time (h) _ Failure interval-time  Failuretime (h)x10?

1 30.02 30.02 0.30
2 31.46 144 0.31
3 53.93 2247 0.53
4 55.29 136 0.55
5 58.72 343 0.58
6 71.92 13.20 0.71
7 77.07 515 0.77
8 80.90 3.83 0.80
9 101.90 21.00 1.01
10 114.87 1297 1.14
11 115.34 0.47 115
12 121.57 6.23 1.21
13 124.97 3.40 1.24
14 134.07 210 1.34
15 136.25 218 136
16 151.78 15.53 1.51
17 177.50 25.72 177
18 180.29 2.79 1.80
19 182.21 1.92 1.82
20 186.34 4.13 1.86
21 256.81 7047 2.56
22 273.88 17.07 273
23 277.87 3.99 2.77
24 453.93 176.06 4.53
25 535.00 81.07 535
26 537.27 2.27 537
27 552.90 15.63 5.52
28 673.68 120.78 6.73
29 704.49 30.81 7.04
30 738.68 34.19 7.38
Co
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Fig. 1. Estimation results of Laplace trend test (Laplace
trend test vs. Failure number)

As aresult of this test m Fig. 1, the estimated value of
the Laplace factor was distributed between -2 and 2 as
shown in Fig. 1. Therefore, it 1s efficient to apply this data
because there is no extreme value.

In this study, the Maximum Likelihood Estimation
(MLE) was used to perform parameter estimation. And
numerical conversion data (Failure time [h]*10%) in order
to facilitate the parameter estimation was used.

The calculation method of the nonlinear equations is
solved using the bisection method and the results are
shown in Table 2.

In this study, we assumed the cost of software
development as [ Supposition 1] ~ [ Supposition 4] n order
to operate actual

same as software development

environment.

MLE

eMLE bMLE
Model
Goel-Okumoto basic 334092 0.308%
Erlang (at a=2) 30.5978 0.7922
Lindley 30.4691 1.3460

MLE = Maximum Likelihood Estimation

To do this, we analyze and predict software
development cost and release time with changing each
cost component (C,, C,, C,) that constitutes the total
development cost of software, such as the situation that
may occur during the actual software development
process.

[Supposition 1: Basic conditions]

E, =5$.C, = 5$,C,=158,C,=10$, t'=200 (26)

The result of the cost curve using [Supposition 1] is
as shown in Fig. 2. In this figure, the transition of the
development cost curve shows a constant pattern for a
short period of time after showing a decrease pattern in
the initial stage but it shows an mecreasing pattern as the
discharge time passes. The reason 1s that in the process
of eliminating defects during the initial stage, the
development cost is decreased because the number of
defects inherent mn the software 1s reduced but the
development cost 1s increased because the probability of
finding the remaining defects during the latter stage is
gradually lowered As a result, the pattern of the
development cost curve gradually increases as the release
time passes.

Therefore, by using this prior information, the
software development cost trends as well as the optimal
software release time can be predicted together.

As shown in Fig. 2, although, all of the proposed
models show similar pattern, Lindley Model 1s relatively
efficient model because it has lower development cost and
faster release time than Erlang Model or Go-Okumoto
basic model.

[Supposition 2: Assumed that the cost C, 1s increased
in supposition 1]

E, =5$,C,=108%,C,=158%,C,=108, t'=200 (27)

[Supposition 2] is a case where the software testing
cost (C)) per umit time 1s doubled compared with
[supposition 1]. The simulation result is as shown in
Fig. 3.
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Fig. 2: The development curve applied to the condition of [Supposition 1] (cost vs. Time)
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Fig. 3: The development curve applied to the condition of [Supposition 2] (cost vs. Time)

As shown in Fig. 3, the development cost has
increased but the release time has not changed. Therefore,
in this case, it can be seen that fast and precise testing is
required, so that, the testing cost per unit time does not
increase before the software is released. In addition,
Lindley Model is relatively efficient because it has lower
development cost and faster release time than Erlang
Model or Go-Okumotoe basie model.

[Supposition 3: Assumed that the Cost C, is increased in
supposition 1 ]

E, =5%,C, = 58,C,=38,C, =108, =200 (28)

[Supposition 3] 1s a case where the Cost (C;) of
removing one defect found m the software testing

process 1s doubled compared to [Supposition 1].
The simulation result shown m Fig 4. As
shown in Fig. 4, the development cost has increased but
the release time has not changed. Therefore, m this case
as many defects as possible should be removed at once,
so that, the cost of removing one defect in the software
testing step is not increased. In addition, Lindley Model
is relatively efficient model because it has relatively less
development cost and faster release time than Erlang
Model or Go-Okumoto basic model.

s as

[Supposition 4: Assumed that the cost C, 1s increased in
supposition 1]

E, =5$,C, = 5$,C,=1.58,C,=208, t=200 (29)
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Fig. 4: The development cost curve applied to the condition of [Supposition 3
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Fig. 5: The development cost curve applied to the condition of [Supposition 4] (cost vs. Tiune)

[Supposition 4] 1s a case where the cost C, of correcting
defects discovered by the software operator during the
operation stage after the release of the software is
doubled compared to [Supposition 1]. And the simulation
result 18 as shown in Fig. 5.

As shown in Fig. 5, the development cost is reduced,
but the release time 1s delayed. Therefore, mn this case, we
must eliminate all possible defects at the testing stage
rather than the operational stage to reduce the all defects
before the software release.

In addition, the Lindley Model 1s a relatively excellent
model because it has a low development cost and a faster
release time than the Erlang Model and the Geel-Okumoto
basic model.

In this study, the reliability of the mission time in the
future 1s analyzed together to secure the reliability of the
proposed models. Reliability indicates the probability that

a software failure will oceur at the testing time x, = 7.3868
of the proposed model and no software failure will occur
during the confidence interval [x,, x+*] (where, * 1s the
mission time at future). Reliability is derived from the Eq.
30 as follows (Yang and Parlk, 2015).

- —j““”x(oax
Ritx,)=e ™

= exp[f{m(xn +1:)7m(Xn)}]

(30)

As shown in Fig.6, the Lindley Model and the
Goel-Okumoto basic model show a higher reliability trend
than the Erlang Model in which the reliability decreases
with the mission time in the future. Therefore, the Lindley
Model is more efficient than the Erlang model because it
has high and stable rehablity.
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CONCLUSION

If software development costs can be quantitatively
modeled along with release time during the software
development process, the attributes of development costs
can be efficiently analyzed and predicted.

Therefore, this study analyzes and predicts software
development cost along with software release time
through the proposed reliability models.

The results of this study can be summarized as
follows: first, under the given basic conditions
(Supposition 1), the software development cost curve
shows a constant pattern for a short time after a
significant decrease in the initial stage but shows a
pattemn of increasing again in the latter stage when the
release time passes.

The reason 1s that the number of remaiming defects 1s
gradually reduced in the course of removing defects, so,
the probability of finding residual defects is getting lower.
For this reason, it can be seen that the cost eventually
Increases.

Second, prior to software release, if the cost of
software testing per unit time mcreases or if the cost of
removing one defect found in the testing process
mncreases, the development cost has increased as well but
the release time has not changed.

Third, after the software release, if the defect
correction costs discovered by the software operator
mcrease during the software operation phase, the
development cost decreases but conversely the release
time 15 delayed.

Fourth as a result of comprehensive analysis of the
proposed model used in this study, Lindley Model is a
relatively most efficient model because 1t has high
rehability for future mission timeand low software
development cost and fast release time compared to
Erlang Model and Go-Okumoto basic model. Using the

results of this study, it is possible to provide software
developers and operators with the necessary prior
information for predicting the most economical software
development costs and the optimal software release time.

In addition, further studies will be needed to find out
optimal software development cost model through
analysis with other models having the same type of failure
time distribution.

ACKNOWLEDGEMENT

Funding for this study was provided by Namseoul
University.

REFERENCES

Goel, AL. and K. Okumoto, 1979. Time-dependent
error-detection rate model for software reliability and
other performance measures. I[EEE. Trans. Reliab., 28:
206-211.

Huang, C.Y., 2005. Performance analysis of software
reliability growth models with testing-effort and
change-point. J. Syst. Software, 76: 181-194.

Pham, H. and X. Zhang, 2003. NHPP software reliability
and cost models with testing coverage. Eur. I. Opert.
Res., 145: 443-454,

Prasad, R.S., KRH Rao and RRL. Kantha, 2011.
Software
maximum likelihood estimation and SPC. Int. T.
Comput. Applic., 21: 1-5.

Song, K.Y., LH. Chang and H. Pham, 2017. A software
reliability model with a Weibull fault detection rate
function subject to operating enviromments. Appl.
Set., 7: 1-16.

Yamada, 5. and S. Osaki, 1985. Software reliability growth
modelling: Models and applications. TEEE Trans.
Software Eng., 11: 1431-1437.

Yang, T.J. and J.G. Park, 2015. A study on software
reliability model based on mixture Weibull NHPP
property. Intl. . Appl. Eng. Res., 10: 548-552.

Yang, T.1., 2016. A software reliability cost model based
on the shape parameter of Lomax distribution. J.
Korea Instit. Inf. Electron. Commun. Technol., 9:
171-177.

Yang, T.J., 2017. The performance analysis comparative

reliability measuring using modified

study depend on software reliability model and curve
regression model. Intl. T. Soft Comput., 12: 313-317.
Zhang, Y. and K. Wu, 2012, Software cost model
considering reliability and time of software 1 use. J.
Convergence Inform. Technol., 7: 135-142.

8785



	8779-8785 - Copy_Page_1
	8779-8785 - Copy_Page_2
	8779-8785 - Copy_Page_3
	8779-8785 - Copy_Page_4
	8779-8785 - Copy_Page_5
	8779-8785 - Copy_Page_6
	8779-8785 - Copy_Page_7

