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Abstract: Classification of river water quality needs an efficient method to reduce energy, save time and
decrease the risk of errors. This study describes the application of an Artificial Neural Network (ANN) with the
softmax activation function to forecast the Water Quality Class (WQC) under the National Water Quality
Standard (NWQS) of the Muda River Basin (MRB) (Malaysia). The water quality was classified automatically
without Water Quality Index (WQI) calculation. Two different sets of Water Quality Variables (WQVs) were
applied as mput variables. The modelling discover that the optimal network architecture was the 1:6-1:6-1:1 and
used a 60-20-20% splitting plan. ANN1 with the six WQVs was selected to predict the WQC in the MRB.
Predictions of the WQC rendered by this model for the training set were very accurate (96.8% correct, Percent
Incorrect Prediction (PTP) = 3.2, CEE = 3.44). The approach presented is a very useful and offers a compelling
alternative to forecasting of river class, mamly because WQI calculation involves a complex and lengthy
calculations. Subsequently, this approach could be applied to water quality classification in other river basins
for better water quality management.

Key words: Artificial neural network, softmax activation function, water quality modelling, Muda River basin,
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INTRODUCTION find out the effectiveness of water quality restoration
measures when an action was taken on the identified

Water quality has deteriorated due to important  pollution. In Malaysia, there are two primary methods

factors like the increasing population, industrialisation,
agriculturalisation and urbanisation (Semiromi et al., 2011;
Tyag et al., 2013). Therefore, an effective assessment of
water quality must be conducted to recognise the level of
pollution. The wide range of variables used to measure
the water quality of such as pH, temperature,
conductivity, turbidity, nutrients, metals and pathogens.
Comnsequently, the momtoring system produces a massive
of data and complicated However, a tough task to
transform complex data into meaningful information to
better defines the status of the water quality. For this
reason, the water quality parameters are classified to
represents the contamination degree of surface water and
reflects the status of water quality in a holistic manner
(Zampella et al, 2006, Santos Simoes et al., 2008;
Suratman et al, 2009). The results of water quality
classification should be presented meaningfully to those
responsible for governing water quality and consumers.
Besides, the classification of water quality can be used to

adopted to classify river water quality, the National Water
Quality Standards (NWQS) which obtained by
considering the main uses of water and the Water Quality
Index (WQT) which is rooted from the NWQS (Zainudin,
2010).

The WQI serves as the basis for the environmental
assessment of a water course based on pollution load
categorisation. The index 13 used to change a massive
water quality data from multiple variables into a single
number which represents the status of water quality.
Further, the WQI classifies the water quality based on
suitability for some target uses including domestic water
supply, fisheries and aquatic propagation, livestock
drinking, recreation and agriculture (DoE., 2014). The
NWQS categorises rivers into five classes (I-V).
Nevertheless, WQI calculation practiced in Malaysia
wmvolving long and complex caleulation, similar to
methods used by other countries (Cude, 2001; Liou et al.,
2004; Bordalo et al, 2006; Abrahao et al., 2007
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Alobaidy et al, 2010, Thi Minh Hanh et al., 2010).
Therefore, the calculation of WQIs took longer, more
effort and had to operate with careful to avoid madvertent
error during calculation. Therefore, this study suggests a
direct means an efficient and fast method for the
calculation and prediction of water quality accordance
artificial neural networks. ANN modeling capable save
computation time, decreases the risk of
calculation and effort (Gazzaz et al., 2012).
ANNs are widely accepted as a technology that

eITorS 1N

can deal with non-linear problems. ANNs have been
successfully used in hydrology-related areas such as
flow forecasting (Kentel, 2009; Adamowski and Sun, 2010;
Huo et al,, 2012), groumdwater modeling (Huang ef al.,
2011; Yoon et al., 2011);, water quality (Dogan et al., 2009;
Singh et al, 2009, Khalil et al., 2011), precipitation
forecasting (Kim and Pachepsky, 2010; Melesse et al.,
2011, Rajaee, 2011), water management policy (Iliadis and
Maris, 2007, Glezakos et al., 2009), hydrologic time
series (Wuand Chau, 2010, Khashei and Bijari, 2011) and
reservolr operations (Chaves and Kojiry, 2007; Chaves and
Chang, 2008, Wang et al, 2011). Nevertheless, the
development of predictive models using ANN for
classification based on NWQS has not been conducted.
The main objectives of this study was to: determine
the best model to predict river’'s Water Quality Class
(WQC) and demonstrate the ability of the ANN to
provide a useful model to predict WQC in the river
basin.

MATERIALS AND METHODS

Study area: The Muda River Basin (MRB) is located in
the Northwest corner of Peninsular Malaysia (Fig. 1) and
covers an area of about 4.210 km®. The main river in the
basin is the Muda River with a length of 180 km. The
average annual temperature 1s 27°C while the mean anmual
precipitation in the whole basin 13 2.300 mm. The Muda
River belongs to the state of Kedah and Penang
(Julien et al., 2009). Therefore, this river is the major
essential source of water for domestic and agricultural
uses in Kedah and Penang. Up to 96.0% of Kedah's water
supply and 80.0% of Penang’s water supply are drawn
from the Muda River. The major land use in the basin is
for agriculture and forestry (Fig. 1). Agriculture-related
operations, like animal and crop farming, cover
approximately 55.0% of the total land area of the MRB.
Meanwhile, about 35.0% of the catchment area is still
covered by forest. Therefore, agro-based industries such
as rubber processing, palm o1l factories and logging are

Table 1: Water quality prop erties measured between 1998 and 2013 in MRB

WOQVs/units Minimum Maximum Mean SD
DO (mg/L) 2.09 8.15 591 1.33
BOD (mg/L) 0.85 32.78 3.14 512
COD (mg/L) 5.88 110.75 23.78 15.93
88 (mg/L) 2.67 124.00 49.08 31.44
pH (unit) 5.64 7.64 6.72 0.39
NH:-N (mg/L) 0.01 39.78 2.02 6.27

Table 2: The sub-index calculation formulae for the WQI (DoE., 2014)

Parameters Values® Sub-index equation

DO X<8 STpa =0

(Saturation %) 8§=X<02 SIpo = -0.395+0.03*X?-0.0002%X*
X202 STpo =100

BOD X=5 Slgop = 100.4-4.23%X3
X5 Slnen = (108%e1575).0, 1K

CcoD X<20 SToop = 99.1-1.33%X
X>20 Slaon = (103*e™0157%).0,04+%

NH;-N X=03 Sy = 100.5-105%X
0.3<X<4 STy = (9% 575).5| X2
X4 SPHIN =

88 K<100 Slg; = (97.5%e 0006760y +0,05+X
100=X=1000 Sz = (71*e2018)_0,015
X=1000 Sl =0

pH X<505 S = 17.2-17.2%X+5.02%X*?
5.5«X<7 Sipgg = -242+95 5%X-6.67¥X?2
T<X=8.75 St = -181+82.4%X-6.05 *x2
X=:8.75 Sig = 536- 77X +2. 764X

*X is the concentration of the indicated parameter in mg/T., except for pH and
DO *DO (Saturation®s) = [DO (mg/L)*12.795]-0.05

the main economic activities in the area. In general, the
water quality in the MRB is classified as class 1T
(DoE., 2014).

The data set: The water quality dataset was obtained from
the Department of Environment (Malaysia). The data set
covers the period from 1998-2013. The data contains the
values of selected monitored WQVs for nine monitoring
stations of the main river and the tributaries. Locations of
the river momtoring stations are presented in Fig. 1. The
data sets talken for this study comprise of six WQVs:
Dissolved Oxygen (DO), Biochemical Oxygen Demand
(BOD), Chemical Oxygen Demand {(COD), Suspended
Solids (88), pH and ammonia nitrogen (NH;-N).
Descriptive statistics for these variables are shown in
Table 1 and 2.

The water quality index: Status of river’s water quality in
Malaysia is assessed using the formula DOE-WQT issued
by the Department of Environment (Malaysia). The WQI
15 computed based on the concentration of DO, BOD,
COD, S5, pH and NH,-N (DoE., 2014). Calculations are
performed on the parameter sub-indices. The DOE-WQI
was calculated as follows:

WQI = 0.22%81,,+0.19% 81, +0.16% Sl +
0.15% S, , +0.16 % S, +0.12 %81,

NH3-N
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Fig. 1: Muda River basin and its land use. The figure shows the location of Muda River basin and the distribution of

monitoring stations

where, SI stands for Sub-mndex which 1s calculated as 1n
Table 2. River classes calculated using WOQI, provide
information about the beneficial uses of the river. These
classes based on the standard limits for selected
pollutants. For this purpose, the Department of
Environment (Malaysia) have determined the parameters
used as indicators and WQI that characterize each of
WOQC, defined usage each class (Table 3). The WQCs
determined by comparing the value of range of WQI for
each class.

Discriminant analysis: Discriminant Analysis (DA)1s a
classification method or more naturally occurring
classes/groups (Astel et al., 2006; Zhou et al., 2007) to
identify the variables that distinguish between the
groups. It 1s a technique that could apply to classify
objects mnto groups based upon one set of independent
variables (Adomako et al, 2011) and construct the
discriminant function (Alberto ef al., 2001; Singh et al.,
2004, 2005). Discriminant functions are calculated using
the following Eq. 1:
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Table 3: Status of water quality and water use (DoE., 2014

WO WQP Water status  Water use

I >92.7 Very good Conservation of natural environment
Water supply 1 practically no
treatment
is necessary fishery 1-Very sensitive
aquatic species II

I 76.5-92.7  Good Good TTA:
water supply II-Conventional
treatment
required Fishery II-Sensitive aquatic
species
IIB: recreational use with body
contact

I 51.9-76.5 Average Water supply II-Extensive treatment

required Fishery TTT: common,of
econoimic vahie and tolerant species
Livestock drinking

v 31.0-51.9  Polluted Irrigation

v <31 Very polluted  None of the above

*WQC; Water Quality Class "WQI; Water Quality Index

Table 4: The different combinations of variables

Data Variable sets
D81 DO, BOD, COD, S8, pH and NH;-N
D32 Selection based on DA of D81

(DS1 as IVs*and WQC* as Dv°)
*IVs; Independent Variables *"WQC; Water Quality Class “D'V; Dependent
Variable

f(G)1 = k1+2 WiJPU
ey
Where:
i = The number of Groups (G);
k, = The constant to each group
n = The number of parameters to classify one set of data
into a specified group
w; = The weight coefficient for specific Parameter (P))

The weight coefficient 13 used to maximize the
distance between the means of the dependent variable
DA has been carried out in stepwise mode on raw water
quality data (Singh et al., 2004; Santos-Roman ef al.,
2007; Boyacioglu and Boyacioglu, 2008; Su ef al., 2011).
In stepwise mode, the variables are inserted one by one,
starting from the most significant parameter until no
significant changes obtammed DA was applied to the raw
data groupimng of the water quality mto five groups
defined by the NWQS. Groups (I-V) act as the dependent
variable while the WQVs as independent variables.
Consequently, a DA was conducted m this study to
select the best sets of mput variables for the ANN.
Therefore, the division of water quality data used in ANN
modelling is shown in Table 4.

Artificial neural network: The ANN can associate the
input and output variables without requiring any prior
knowledge related to variables involved (Cevoli et al.,
2011). The ANN applications for the data processing
based on the analogy with biological neuron system

Input layer

Hidden layer  Output layer

Fig. 2. A typical multilayer perceptron artificial neural
network. In this figure, x; 1s the ith mput to the
network, W, is interconmection weight between
the 1th input and jth hidden neuron, W, 1s
interconnection weight between the hidden and
output layers, v, is “Net”, network output

(Kruzlicova et al., 2009). The neural network includes an
input layer, a lidden layer and an output layer (Fig. 2).
The basic unit of the neural network is the neuron. The
formation of neural network generated by joming each
neuron in the mput layer to each neuron in the hidden
layer and further connected to neurons in the output
layer. The optimal number of newrons 1 the hidden layer
determined by a trial-and-error procedure (Alizadeh and
Kavianpour, 2015). A neural network should be trained
before it can be put to use. The network 13 tramned by
repeatedly using a set of input-target data (Mandal and
Roy, 2006) until there is no significant change n synaptic
weights. The goal of the training to correct the position of
the output vector closest to the target vector with
improving the weight. Once, the training process has been
completed, the network should be able to predict correctly
any new data (Kruzlicova et al., 2009). The ludden (x,) and
output (y,) neuron is defined as follows:

¥i :f(Vi)

where, f(v,) is the activation function applied in the hidden
or output layers. The softmax function applied for
classification is frequently carried out at the final layer of
a network. From the statistical point, neural network model
with softmax activation function could be seen as multiple
logistic regression models (Bishop, 1995). The softmax
functions are described by:
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Table 5: Splitting schemes for ANN modelling
Splitting scheme  Training set (%)  Validation set (%) Testing set (%)

I 80 10 10
I 75 10 15
1T 70 10 20
v 70 15 15
vV 65 15 20
VI 60 20 20
v 60 15 25
Vil 50 25 25

*The percentage equivalent to the number of data

i

e

n i
PIEE

where, e 1s the Euler’s number (e~2.71828) and v, 1s the net
signal which corresponds to the sum of the weighted
inputs from the previous layer given by:

fv,)=

v, = J:IWUXJerl
Where:
7 = 1, pconcems neurons
%, = The previcus layer which precede the given neuron

1
w; = The weight
b, = The bias (offset)

An additional mput (bias) added to the neuron that
represents a threshold phenomenon. Intemal activation
level specified by the neurons that comprise the transfer
function. The input converted to a suitable transfer
function for determined the output (Bahramparvar et al.,
2014).

This research task aspired to produce an ANN Model
predictive of the WQC using water quality parameters as
predictors. Two different models were developed to
predict river class based on two different sets of WQVs
were applied as input variables. The models ANNI and
ANNZ were developed based on the datasets DS1 and
DS2, respectively. The ANN design derived from water
quality data randomly split into the training, testing and
validation data sets with seven partitioning schemes
(Table 5). The ANN’s design 1s not restricted to the total
number of samples and input variables (Anderson and
Whitcomb, 2005). However, when the number of the
traiming of data reduced, the quality of forecasts
decreased sigmficantly (Zhang and Friedrich, 2003).

The transfer function parameters measured during the
traiming phase. Whereas the correct classification for
determimng neural network performance estimated during
the testing phase. All phases should classify correctly to
obtain an ideal network. Tn the training phase, the error is
reduced to a mimmum level by changing the weight. The

output value O; compared with a target value T; in
estimative the ermror functions. The traiming step was
stopped when the Cross Entropy Error (CEE) converged
and was <0.0001:

¥ TIno,+{1-T)in(1-0,)
N

CEE =

Where:

O; = The ith predicted output value
T, = The ith observed target value
N = The number of data

1

RESULTS AND DISCUSSION

The ANNI optimal architecture was 1:6-1:6-1:1 with
60-20-20% sphtting plan. This model has 0% incorrect
prediction in both the validation and testing phases
(Fig. 3). Predictions of the WQC rendered by this model
for the traming set were very accurate (96.8% correct;
PIP = 3.2). The CEE for training set was 3.44. During the
training process, ANNI could accurately predict class T,
class II and IV. As regards class III, ANNI1 predicted
77.8% correct during the training process. Nevertheless,
during the validation phase, class TIT was predicted
accurately for all cases (Table 6). On the other hand,
class V was not recorded for any of the monitoring
stations at Muda River during the study period.

Further, to improve WQC prediction for the Muda
River, stepwise elimination DA was conducted to identify
the most significant input variables to best describe the
desired output (WQC) without losing much information.
An analysis of the performance of ANNZ was extended by
applying stepwise DA on the input and output data in
order to identify the input variables discriminating the
most between classes. Only three variables (DO, BOD and
COD (DS2)) were found to be the best discriminators.
Taking these analysis outputs mto consideration, the
researcher developed ANN2.

The ANNZ2’s results showed that the optimum
network architecture was 1:3-1:3-1:1 with the 65-15-20%
partitioning scheme. The value of CEE for the training set
was 7.2. The model’s performance on the training set was
very good. Tt had an accuracy of 98.4% and a PTP value of
1.6. The performance during the testing phase was very
highly accurate (100%) and the PTP was equal to 0.0.
However, the performance of this model on the validation
set was the lowest, prediction accuracy was 91.7%
(PIP = 8.3). Table 6 shows that tlhis model has good
performance in predicting class TT and 11T during all phases
(the traiming, testing and validation phases). In addition,
ANN2 could predict class TV correctly during the training
and testing phases. However, all the data for class I were
predicted incorrectly during the training and validation
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Table 6: Classification matrix for the ANN-WQC Model

Correct classification (%)
Sample observed/

Data set River class ANN2
Training

I 100 0
II 100 100
I 78 100
IV 100 100
v R R
Overall (%) 97 98
Testing

1 R R
I 100 100
I - 100
v - 100
v R R
Overall (96) 100 100
Validation

I - 0
II 100 100
I 100 100
IV - 0
v R R
Overall (%) 100 92

1007 B 4

S . o
= 804 o
2
g 601
S
'z ANN2
= 404 ¢ Training
S O Testing
£ 201
8 A Validation
0 T T T T T 1
1007 b g © ., B @ =
_ b 9 2 g A &
X A
< 80 A
g 4 o
£ N
o 60
h=)
v
3
< 40
3
£ 20+
&)
0 T T T T T T 1
A B C D E F G H

Splitting plan

Fig. 3: Model performance according to splitting plan in
a) ANN1 and by ANN2

phases. In this respect, class V was not recorded for
any of the monitoring stations at the Muda River during
the study period. Overall, the percentage of correct
prediction of all phases for ANNI1 and ANN2 represented
i Fig. 4. The results show that performances of ANNI
and ANNZ were almost similar, both models had perfect
prediction power (100%) m the testing phase, despite

1009 @ ANN1
o ANN2
S
=
.2
s
E 90
s
S
o
=)
(=3
Q
80 T
Training Testing Validation
Variables

Fig. 4. Comparison between the ANN models predictive
of the WQC

River class
=
—
—
ey

|
Measured ‘ HI
- Predicted

1 11 21 31 41 51 61 71 81
No. of patterns

91 101 111 121

Fig. 5: Measured and predicted of river class

the fact that the PIP of ANN1 was 0% n prediction phase.
Therefore, Model ANN1 used the 60-20-20% spliting plan
with the six WQVs (DO, BOD, COD, pH, 58, NH,-N) was
selected to predict the WQC in the MRB. Figure 5
compares between ANNI-predicted and measured river
class for each individual observation,

The ANN approach presented in this study
demonstrates the potential of producing models to
foresee the WQC 1 the river basm for any momnitoring
station and period. Thus, the ANN 1s a useful alternative
and is more powerful than traditional methods of water
quality classification that are determined by the WQI.
Computation value of the WQI imvolves lengthy
calculations and the use of multiple sub-index formulae for
each parameter. The study provides a protocol of water
quality classification by ANN technique. The method can
be applied successfully to any river basin in the world.

CONCLUSION

The study described the application of ANN with the
softmax activation function to developing a model capable
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of prediction the WQC under NWQS. The different
models developed with two separate combinations of
WQVs as input variables. The modelling efforts suggests
that the optimal network architecture was 1:6-1:6-1:1 with
the 60-20-20% splitting plan with the six WQVs (DO, BOD,
COD, pH, SS, NH.-N). Predictions of the WQC rendered
by this model for the training set were very accurate
(96.8% correct, PIP = 3.2; CEE = 3.44). The study results
emphasized that the ANN can be applied to predict
rapidly and efficiently the WQC of the river water. The
findings should encourage the manager of the monitoring
system classifies water quality using ANN method to
replace traditional methods. Therefore, the ANNs are
recommended for the classification of river water quality.
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