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Abstract: Distributed Arithmetic (DA) is a methodology used to save resources in MACs implementing DSP
funetions. Without using multipliers, DA has been computing the multiply-accumulate process. In conventional
DA, the partial products of the filter coefficients have been pre-computed and stored in parallel Loolcup Tables
(LUTs). The results of parallel LUTs have been given to Carry Select Adder (CSLA) with the help of multiplexer.
The sizes of the hardware multiply accumulate has been reduced in DA based adaptive filter which is well suited
to FPGA design. It also reduces the number of logic elements in the design. In the proposed method, OBC
based DA in LMS adaptive filter has been implemented to reduce the half of the logic elements when compared
to the conventional DA. Offset Bmary Coding (OBC) 1s a digital coding scheme where all-zero corresponds to
the minimal negative value and all-one to the maximal positive value. Nothing but logic elements but also, the
power and time have been reduced over the conventional method. The main concern of the proposed method
is the throughput. Throughput is defined as the total clock rates by the number of clock cycles needed for
filtering and updating of filter coefficients. The proposed architecture has been implemented in Quartus 1T
9.1 sp 1 Web Edition with the device as Stratix-EP2515F484C3. The proposed architecture for length N =16
achieves 14.4% m DATs, 44.26% m No. of logic elements, 46.57% in No. of registers and 2.25% in power.
Likewise, the proposed architecture for length N = 32 offers 4.28% in DATs, 70.6% in No. of logic elements,
71.93% n No. of registers and 6.5% reduction in power consumption.
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INTRODUCTION

The linear filtering such as channel equalization, echo
cancellation, system 1dentification, signal de-noising, etc.
have been adapted to changes in the input signals.
Adaptive FIR filters have been widely used in DSP
applications. The filter and error computation and weight
updating are the two blocks m an adaptive FIR filter. Least
Mean Square (LMS) adaptive filter has been one of the
efficient filters used to find out the filter coefficients. Due
to its simplicity and complexity, the LMS adaptive filter
has been used in many signal applications (Haykin and
Widrow, 2003). The famous algorithm called Widrow-Hoft
Least Mean Square filter has to update the tapped delay
line of FIR filter weights.

If the mput signal has a high sampling rate, then it is
necessary to reduce the critical path. To resolve this

1ssue, multiply and accumulate operation in the direct form
structure has been replaced by a series of Lookup Tables
(LUTs) and shift accumulator. Hence, the replacement by
a series of lookup tables and shift accumulator are known
as Distributed Arithmetic (DA) (White, 1989). In the DA
technique, the multiplication and accumulate gives a
moderate increase in the usage of memory. DA with LUT
provides better efficiency n FPGA mstead of multiply and
accumulate operation (Allred et al., 2004).

DA techmque has more popularity because of its
throughput processing, low power, low area and its cost.
Instead of using multiple and accumulate operation, the
DA technique achieves high throughput, low area and
low power over DSP microprocessor architectures
(Allred et al., 2005). One of the TLMS filters named Block
LMS (BLMS) filter has been mmplemented by DA
technicques. Only one set of LUTs has been modified in
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every iteration from M sets in LUT based weight updating
scheme for BLMS algorithm. By using BL.MS adaptive
digital filter, LUT access per output has been achieved
efficiently (Guo and DeBrunner, 201 1a).

The Carry Save Accumulator (CSA) in the adaptive
filter achieves better area reduction, power consumption
and tune complexity (Joamma and Anathalakshmi, 2015).
The main aim of digital filters 13 Distributed Arnthmetic
(DA) which performed to design bit-level architectures for
vector-vector multiplication for the implementation of
convolution (Guo and DeBrunner, 2011b). The offset
binary coding scheme based DA has been updated to
LUTs from time to time. It consumes less chip area and
high throughput (Chandekar and Pawar, 2017).

For example, a 128-tap fimte-impulse-response
adaptive filter with the proposed implementation produces
12 times more throughput (for k = 8) and consumes almost
26% less area when compared to the best of existing
architectures (Prakash and Shaik, 2013). An adaptive FIR
filter with block least means square has been mamly used
for the reduction of power consumption. In advance, the
distributed arithmetic based block least mean square
adaptive filter achieves better area reduction and also in
power (Mohanty ef al., 2015). An efficient Distributed
Arithmetic (DA) provides a high-throughput of Finite
Impulse Response (FIR) filters whose filter coefficients
change during runtime (Park and Meher, 2014).

Literature review

L.MS adaptive filter algorithm: Tn DSP digital filters, one
of the efficient filters 1s the LMS adaptive filter which
predicts one random process y(n) from the observation of
mput random process. LMS adaptive filters have been
mainly used to detect the filter coefficients from the input
and output signals. Error minimization has been mainly
resolved by Least Mean Square (LMS) algorithm due to
its simplicity, stability and fast convergences. In every
iteration, the LMS algorithm computes a filter output and
an error. The barrel shifter 1s used to shift the data by a
specified number of bits without the use of sequential
logic and the shift distance 13 used to execute the
sequence of multiplexers. Let x(n) and h(n) are the input
sample vector and filter coefficient vector at nth iteration
for N-tap filter has been given as:

x7 (n)=[X(n),x(n-l),X(n-2),...,x(n-N+1)] (1)

W (n)=[ h, (n).h, (n).h, (n),... by, (n)] (2)

During nth iteration, the filter output is given by:
y(n)=h"(n)x(n) (3)

and the estimated error denoted by e(n) is given by:
e(n)=d(n)-s(n) ()

where, d(n) is the desired signal. The updation of
filter coefficient vector at (n+1)th iteration 1s given by:

h{n+l)=h(n)+pe(n)x(n) (5)
where, L is the convergence factor.

Distributed Arithmetic (DA): Distributed Arithmetic is
used to compute multiply-accumulate operation without
using multipliers. It converts multiply-accumulate
operation into shift accumulation. Tt is a multiplierless
techmque used for reducing the sizes of the hardware
multiply accumulate that is well suited to FPGA design. At
nth iteration, the output y(n) of a N-tap FIR filter is given
by:

h(i)x(n-i) (6)
In simplified form:

y=2 h;x, (7)

where, h; and x; for 0 =1 =N-1 forms N-point vectors
corresponding to the current filter coefficients and most
of the input samples. The mput samples have been
expressed in k-bits 2’s complement representation:

k-1
X=X, T E x,;27 (8)
=t

where, x; denotes jth bit of x,. Substituting (8), Eq. 7
has to be extended:

=

hx, + 3 [ hix, 27 &)

i i
0 i=0 j=1

y=-

N-l N-1 k-l

1

The conversion of sum of product forms mto
distributed form, the order of the summation over indices
1 and j. Hence, it has been interchanged into:
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Fig. 1: DA based N-tap FIR filter
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The implementation of DA based N-tap FIR filter has
been shown in Fig. 1.

MATERIALS AND METHODS

Proposed OBC based DA architecture: Distributed
Arithmetic (DA) architecture 1s a bit serial operation used
to compute multiply-accumulate operation without
multipliers. The numbers of input addresses have been
given to ROM with 2" words. ROM is a read-only memory
act as a LUT in the DA architecture. For 2" words in ROM,
the operation takes place according to, the input
address given to LUT. Here, the multiply-accumulate
operation is converted to a shift accumulator where the
Modified Carry Select Adder (MCSLA) 1s used for the
addition operation with the shifter as feedback. It is
multiplierless  techniques wused for reducing the
hardware multiply accumulate which is well suited to
FPGA design (Fig 2).

One of the advanced techmiques used over DA
architecture is Offset Binary Coding (OBC) scheme. OBC
is also termed as excess-K, excess-N, excess code or
biased representation. It 1s a digital coding scheme where
all zero corresponds to the mimnimal negative value and all
one to the maximal positive value. The offset K for
an n-bit binary word K = 2"";

X(n-k):1/2[X(n-k)-[-(x(n-k))]] (12)

ok
x{nd)=-x+ ¥ x,27+2 0" (13)

1=l

Substitute, Eq. (8) and (13-12):

k-1 J— k-1
x(n-i)= 1/2[-}(1'0-*-2}(1] 2%, + quz#z“‘”} (14)

i=1 j=0

Bu defining D, as . x,27x,, , the output from FIR filter
can be written as:

1hDU k1] N WkD'j SR
__ i%io | i 9 N il
¥ 2 2{2 2 P 2

i=0 j=1[i=0
By defining E as Eh‘DU and B, as Eh :
| 2 i 2

Modified Carry Select Adder (MCSLA) 15 the
advanced one of normalized Carry Select Adder (CSLA).
When compared to CSLA, MCSLA have less number of
gate count values. This MCSLA 13 used mn a shift
accumulator to reduce the total number of areas. The
required Modified Carry Select Adder (MCSLA) used in
the proposed OBC based DA table for the 4-tap FIR filter
is shown in Fig. 3. Least number of logic gates has been
used to design Reduced Full Adder (RFA). The
performance of digital adder circuits has been ease by
multiplexer based RFA circuit. Gate count of full adder is
resolute as follows:

s Gate count of FA = Gate count [(2*XORH(2* AND)+
(1*OR)]
s Gate count of FA = [(2*5)XH2* 1 H1*1)]=10+2+1 =13
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Fig. 2: Proposed OBC based DA table for 4-tap FIR filter
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Fig. 3: Modified carry select adder

s  Gate count of reduced full adder = Gate count
[(2*ANDHHI*ORAH(2*NOT H1*MUX)]

+  Gate count of Reduced full adder = [(2*1 H(1*1 )+
2*DHH1*D] = 2+H1+2+4=9

RFA design 1s simplified by using of De Morgan’s

Theorem and Boolean logic. General expression to find the
sum and carry of RFA is given inEq. 16 and 17:

Sumn = E{X?ﬁﬁ} (16)

Where:

cin

b
cin
b
cin:Drb_

M L »|{ Reduced
>Sum full adder
M B> Carry

vv;i
cCX <«

7759

X =(B+C).BC
=BC+CB
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X =(B+C)BC
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B&C

Carry = IZ[BCK+(B+C)AJ
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Fig. 4: Proposed OBC based DA m LMS adaptive FIR filter for N = 4

The famous adaptive filter called Least Mean Square
(LMS) adaptive filter is used to find the filter coefficients
of the Fimte Impulse Response (FIR) filter. In the
proposed method, the LMS adaptive filter has been acting
as a weight updating block to calculate the filter
coefficients of the FIR filter. The partial sum of input
samples n the DA table and filter coefficients have been
used as an address to access the DA table to reduce the
computation complexity of LUT.

The inner product has 2" possible values that are
pre-computed and stored in 2" words. For each sample, it
is necessary to update LUT before filtering as well as the
filter coefficients. The bit slices of filter coefficients
obtained from the weight updating block have been fed to
MUX from LSB to MSB. Hence, the output of the DA
table fed to MCSLA where the number of area occupation
has been reduced. The proposed structure of OBC based
DA in LMS adaptive FIR filter of length N = 4 is shown in
Fig. 4.

From Fig. 4, it consists of two blocks namely filter
block and weight updating block. The filter block mcludes
Distributed Arithmetic (DA) table performed using
pipelined LUT and adders. 8:1 MUX 1s used to perform
the MCSLA operation where the output of the DA table
1s set as a selection line for 8:1 MUX from the overall DA
table outputs. After I clock cycles, the filter output y(n)
has been obtained from MCSLA through the shifter and
adder. Then the filter output y(n) has been subtracted

from the desired signal d(n) to get the error signal e(n).
The error signal e(n) has been scaled by using the
convergence factor p to produce the wired output as
pe(n). The required output pe(n) has been again giving to
the weight updating block as feedback. The output from
the weight updating block has been given as a selection
line to MUX. This process has been repeated
continuously.

RESULTS AND DICUSSION

The architecture of the LMS adaptive FIR filter on the
Offset Bmary Coding (OBC) based scheme Distributed
Arithmetic (DA) using Modified Carry Select Adder
(MCSLA) has been computed using Quartus II 9.1 sp 1
Web Edition with the device as Stratix-EP2515F484C3 and
the implementation has been done by ModelSim XE III
6.3c. The simulation results of the conventional and
proposed architecture for length N = 16 has been shown
in Fig. 5 and 6. Similarly, the simulation results of the
conventional and proposed architecture for length N = 32
have been shown in Fig. 7 and 8, respectively.

The comparison analysis for both conventional and
proposed architecture is illustrated in Table 1. The
synthesis results for conventional DA based LMS
adaptive FIR filter architecture and the proposed OBC
based DA scheme LMS adaptive FIR filter using MCSLA
have been shown in Fig. 9.
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Table 1: Comparison analysis of conventional and proposed architecture

Designs Filter length (N) DAT (nsec) MUF (MHz) No. of logic elements No. of registers  Power (mW)  EPS (mW xnsec)
Conventional design 16 4.164 240.15 793 904 1.17 4.871
Park and Meher (2013) 32 4.694 213.04 2266 2152 1.23 5773
Proposed design 16 3564 280.58 442 483 1.14 4.062

32 4.904 203.92 666 604 1.15 5.639

Fig. 6: Sunulation result of proposed OBC based scheme DA architecture i LMS adaptive FIR filter for N =16
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Fig. 8: Simulation result of proposed OBC based scheme DA architecture i LMS adaptive FIR filter for N = 32
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Fig. 9: Synthesis results of conventional and proposed
architecture for N = 16 and 32

From Table 1 when compared to the conventional
architecture, the proposed architecture for length N = 16
achieves 14.4% m DATs, 44.26% in No. of logic elements,
46.57% in No. of registers and 2.25% in power. Likewise,
the proposed architecture for length N = 32 offers 4.28%
in DATs, 70.6% in No. of logic elements, 71.93% in
and 6.5% reduction

No. of registers in power

consumption.
CONCLUSION

The architecture of Offset Bmary Coding (OBC)
based Distributed Arithmetic (DA) in the TLeast Mean
Square (LMS) adaptive FIR filter using Modified Carry
Select Adder (MCSLA) for length N = 16 and 32 have
been proposed using Quartus 11 9.1 sp 1 Web Edition. The
device used m Quartus II 9.1 sp 1 Web Edition 1s
Stratix-EP2315F484C3 and the simulation has been
umnplemented in ModelSimXE 111 6.3 ¢. When compared to
the conventional DA based LMS adaptive FIR filter, the
proposed OBC based DA in LMS adaptive FIR filter using
MCSLA achieves better performance. OBC based DA m
LMS adaptive filter achieves 44.26 and 70.6% reduction in
No. of logic elements for length N = 16 and 32. In the
future, it can be extended to 64 and 128 lengths to achieve
good performance.

Significance statement: Form this method OBC based DA
m LMS adaptive filter using MCSLA offer good
performance interms of reducing area 44.26 and 70.6% in
No. of logic elements for length N = 16 and 32. This
method is used in the real time application for noise
cancellation in telecommunication.
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