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Abstract: Data mining is the process of searching patterns in big data sets and then will be converted into
mformation that is easy to understand. A lot of research has developed the use of data mining to create
something that 1s beneficial to society. Data mimng has two general uses for defining patterns to be easily
understood by explaining the characteristics of data and predicting. Data mining can be utilized in areas such
as business, science, entertainment, etc. with different methods depending on needs.
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INTRODUCTION

Data mining 1s a combmation of a number of
computer science disciplines which search new
patterns from a very large set of data with various of
methods.

The last few years, data are known to be more
complex and are increasing rapidly. According to the
mvestigation, the volume of data in 2011 reached
1.8 ZB and in 2012 increased by more than 50% (Gantz and
Reinsel, 2013). To describe the large data, it 13 then known
then the term of big data. Data mining can be used to
analyze big data to make decisions better. Data mining
draws conclusions from many data to be easily
understood by humans, so that, it can be processed
further. Therefore, data mimng i1s related to the
database.

Based on the usefulness of data mining, data miming
can be exploited in various angles of view. Data mining
can be used for scientific and commercial purposes. Many
sclentists use data mining to facilitate their research,
especially in large-scale calculations or analyzing data
that 1s real-time or large.

Data mining is many applied in various fields like as
business, science, entertainment and others. Each field
uses data mining with a specific method depending on the
need. One field may use more than one method in data
mining depending on the data that will be used and the
purpose of the use.

MATERIALS AND METHODS

Implementation of data mining
Business: Dr. Amo Penzias in an mterview with the 1999
computerworld magazine said that data mining would be

a mainstay in the use of company databases. Data mining
will be very important for companies in controlling a very
large customer data. Data mining can help companies to
maximize profits with minimal expenses (Cao et al., 2008).

Market basket analysis: Studying consumer behavior by
looking for pattemns of link in data to find products that
are often purchased based on transaction data. At
supermarkets, data mining can be used in the arrangement
of goods layout by placing items that are mterconnected
with each other (Tmka, 2010). For example, most
consumers often buy bread and jam at the same time, so,
it is appropriate that bread and jams are placed close to
each other. In addition to the layout of goods, this
techmque can be used as a media campaign (Trnka, 2010).
Only by promoting one product can indirectly promote
related product then the sales will be mcreased.

Database 1s important because the consumer data in
the transaction will be stored then processed as needed
by doing the analysis to find a combination of products
that customers often buy using data mining (Trnka, 2010).

Data mimng can be used to predict the time of an item
1s needed where the amount of sales is very large, so that,
the seller can find out the time to increase the inventory
(Fazel et al., 2010).

Recommendation system: Data mining can be used to
create systems designed to recommend something to
others by habit. Recommendation systems are often used
on e-Commerce. The way it researches is to match
products that will be recommended to customers based on
the pull power of the previous search history and
purchases (Lawrence et al., 2001).
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Recommendations system are built by combining
several techniques in data mining such as data filtering
and data mining (Wang et al., 2004). Through the habits
of buyers in searching for items, data screening and data
mining will be done to identify the type of items that are
buyer’s favorite.

Fraud detection: Build the system using anomaly
detection techmque by reading the lndden patterns in the
database, so that, a fraud will be known. Cheating can be
very vulnerable to occur especially in paid transactions
such as electricity bills or telephone bills. Cheating can be
done for yourself by manipulating the data themselves or
catapult it to others, so that, it impacts other
customers.

Data mining is most often used to detect fraud
Analyzing the database to look for the behaviors that are
out of the ordinary is the foundation to find anything
strange. The pattern search 13 done gradually, starting
from analyzing as a whole 1f unusual pattern 1s found it
will be processed by narrowing the readings it can be
decided whether there is cheating (Cabral et af., 2008).

RESULTS AND DISCUSSION

Health

Diagnose the disease: Data mining can read paftterns to
diaghose diseases, ranging from natural diseases such as
heart disease to viral diseases. Data mining explores
patterns of patient data such as age, blood pressure and
complaints.

The use of data mimng can support the decision of
laboratory results to be more accurate by combining
several algorithms that can be used such as fuzzy
algorithms that are used mn supporting the decision to
diagnose heart disease (Babu et al., 2017).

One algorithm that can be used to diagnose heart
disease is the k-means algorithm. The k-means algorithm
performs data processing with a clustering system that
calculates the average distance to the centroid point and
makes the calculation result a new centroid point, the
calculation is done to find a centroid point which is the
result of data processing. The number of centroid points
1s determined as much as k which will be placed randomly.
The centroid point update can be done by the Eq. 1:

1 M
A==%X (1
1 N agl a
A, = The new centroid pomt from the i-cluster
N = Number of data in the i-cluster
X, = The first data on the I-cluster (Y1 and Moon, 2013)
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Fig 1: k-mean clustering for heart disease patient
(Babuet al., 2017)

The data used to diagnose heart disease can be 1n the
body factors that are most likely to cause heart disease
such as cholesterol levels and high blood pressure.

Figure 1 shows the results of k-mean clustering in the
form of graphs showing 2 centroid points. The first point
is low rigk of heart disease and the second point is high
risk of heart disease. Update the centroid point until there
15 no change then calculate the closest distance from a
data to the nearest centroid point. The centroid point that
has the highest data stickiness is the result of data
processing.

Conclusion can alse be done by looking for the value
of closeness between traming data with patient data that
will be diagnosed using a database of previous patients
that are perceived as having the same characteristics
(Farias et al., 2012).

Data mining i determimng illnesses other than
through symptoms can also be through examining other
organs such as detecting gastric disorders through ms.
Iris is chosen because it can show characteristics or signs
that indicate considiency m a person’s body. Iris can
show someone has a stomach disorder from the color
level surrounding it (Dewi et al., 2016).

The detection process uses an image from the iris
which will be processed further by turming it mnto a new
image with a smaller pixel size, approximately 200x200
pixels (Dewi et al., 2016).

In Fig. 2 the process of reading the iris is shown to
determine the gastric condition. The process focuses on
the color surrounding the mis that represents the
condition of the stomach. Tn the final reading process, a
blurred image is repaired with more detail at the color
point around the iris. The results of the process will be
used as mput in data mining. In addition to detecting
gastric disorders, this method can also be used to detect
other interference by reading irises at different angles as
wnput (Dewti ef al., 2016).
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Fig. 2: Overview of the Tris reading process (Dewi et al.,
2016)

One example of ancther organ that can be seen as a
health condition other than the stomach is the heart. The
condition of the heart organ can be selected on the left iris
from an angle of 60-90° (Permatasari et af., 2016).

Health services: Many types of health services are often
used by humans, ranging from hospital health services to
health services on smartphones and some of them use
data mimng. For example, mn hospital services, data miming
helps analyze the costs of hospitalized patients to suit the
financial considerations, types of illness and length of
stay of patients.

Many personal health services have used data
mimng. Health controller application 1s one example that
uses data mining. Data mining will look for patterns of
exercise habits and the user’s heart beat to determine
what health care 1s the most suitable (Tseng ef af., 2017).

Research: Research continues to be done along with the
increasing number of diseases not the least of them using
data mining. Data mining can be used for drug
development and studying side effects.

In one of the international conferences explaining

that data mining cen mean the pattern of writing on health
forums for research. Data in the form of user Tweets about
the type and treatment of an illness will be processed.
TLook for the pattern of the Tweets by breaking them into
positive and negative opimions to find out the impact of
using the drugs conveyed through the forum. Those
opinions become the ratio of satisfaction to know which
drugs are suitable for use. For the case of certain
symptoms, data mining will take the opinion of a doctor or
an online medical dictionary to find the appropriate
medication (Sutar, 2017).
Entertainment: Data mimng 15 widely used in
entertainment. Examples: spotify and joox applications use
data mimng on the recommendation system based on the
type of music that users often hear.
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Prediction: In the entertainment industry especially in
cinema, data mimng can be used to estimated success of
the film. Data miming helps analyzes the relationship
between genre and film ratings, film actors and ratings and
film genres and actors to predict the success of a film. The
analysis was carried out with additional attributes, namely
the year of release, film director and producer. Famous film
directors and producers will be added value in the
analysis (Ahmad et al., 201 7).

Science
Prediction: Data mining is most often used to predict a
thing. Education often use data mining to predict grades
or graduations. In umversities, lecturers can use data
mining to estimate the grades of their students by looking
for patterns m the grades of previous courses. This
pattern will predict courses that are suitable for students
to choose along with their grades (Ramesh et al., 2013).
In addition to estunate value, data mining is also used
in the selection of new student admissions. Many
universities use data mining for student admission
selection. The reading pattern using data alumni and
students who have been educated at least 4 years as a
training data. The data of self and the grade of
prospective student will be searched its value of proximity
to training data. Prospective students who are deemed to
have the greatest proximity value are likely to be accepted
as university students.

Evaluation: Educational institutions can use data mining
to evaluate their performance in improving the quality of
their teaching. Usmg student data such as student
behavior in the classroom or outside the classroom,
liveliness class, parent participation, class attendance
records, etc., become attributes used for reading patterns
to determine whether students enter either, moderate or
low grade. The difference in the class will be adjusted to
the ability of students. The lessons in each class will be
made mn different ways (Rahman and Islam, 2017).

Agriculture: Many of the pertinent sectors use data
mining to predict, for example, predicting pest or harvest
attacks. Mining data analyzes patterns of factors that
affect plants such as weather, soil conditions, water
conditions, etc. (Table 1).

Maintenance: Data mining helps farmers or land preparers
in maintenance to produce superior and quality vields.
Maintenance can take the form of maintenance on the
plant itself or maintenance of plant growth supporting
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Implementation

Researcher’s name

Discussion

Market basket
Recommerder

Fraud detection

Diagnose the

Health service

Research

Prediction
Evaluation

Maintenance

Trmka (2010)
Wang et al. (2004)

Cabral et of. (2008)

Farias ef a. (2012)

Tseng el al. (2017)

Sutar (2017)

Ahrmad et af. (2017)

Rahrman and
Tslam (2017)
Jia (2009)

Learn the pattern of interconnection between products for the arrangement of goods layout in supermarkets using
anatysis customer transaction databases to determine which product combinations are often purchased

The recommendation system is built with several techniques such as data filtering and mining by analtyzing system
custorner interest in the product in the form of a recommendation score

Using an anomaly detection technique to look for hidden patterns that start from reading the pattern as a whole
it a pattern is found outside the habit then the pattem reading will be narrowed to prove whether it is a form of
cheating

Taking conclusions to diagnose the disease can be done by reading the hidden patterns of patient data stored in the
disease database such as age, sex, blood pressure and then looking for value of proximity to training data from
previous patients to find the suitability of the type of disease.

Data mining helps users control their health through the application by translating patterns of relationship between
exercise habits and heart rate to regulate suitable exercise

Tweet of users will be in the process of doing text mining to separate positive and negative opinions to know the
gide effects of the diug. Positive opinion will be the ratio of satistaction to determine which drigs are suitable for
use

To predict the success of the film data mining is done on a movie database containing genres, ratings, actors, release
years, directors and film producers. Before the search process the pattern is caried out cleaning and integration first
Evaluate leaming by separating classes according to ability. Took for patterns by processing student’s personal data
such as behavior and absentee notes in class to determine suitable students placed in the appropriate class
Classification of agricultural land can be carried out by data mining by reading pattems on the types of soil and

content that are in the soil like PH, etc., helping to assess the land

factors such as soil. Data mimng helps to overcome the
problem of lost land and land quality. Data mining
performs pattern readings on soil types accompamied by
content and PH on soil helps to know the soil quality (Tia,
2009).

CONCLUSION

In this study we discuss some of the uses and data
mining applications i such areas as business,
entertamment, health and agriculture. Where n each field,
data mimng can be on duty for various tlhungs. Data
mining 1s most often used for recommendation and
prediction systems. There are still many areas that use
data mining that cannot be submitted in this study such
as law, mining, social, entrepreneurship, etc.
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