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Abstract: Digital Forensic Investigators (DFIs) rely on tools to assess, gather and analyze digital evidence.
They are used to unravel criminal acts and prove crime in a court of law. However, most of these tools are used
without being evaluated because tool evaluation is expensive and time consuming. In addition, most DFIs
assume that a tool would do exactly what the vendor claims it would do. If a tool is not evaluated, it remains
unknown whether the results it produces are reliable or not. Unreliable results may jeopardize the whole forensic
mvestigation process and in some cases lead to unproper civil judgements resulting in criminals walking free
thereby being encouraged to commit the same crime again. This may also lead to tume wasting, trial and error,
loss of money etc. Therefore, in this study, we designed and implemented a model for evaluating digital
forensics tools to help DFIs with evaluating the tools that they would want to use. We used data from the
Computer Forensic Tool Testing (CFTT) project which we aggregated and classified using Bayesian networks.
We implemented our model using Java programming language and MySQL database. We tested using the data
from the CFTT project in conjunction with the feedback provided by DFIs to recommend a suitable tool to use
for investigations based on the task a DFI wants to perform, the category of the tool and its cost. The model
attained a utility performance of 91.7%.
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INTRODUCTION

Over the past vears, we have seen a vast increase in
cybercrime activities and its impact on the society. Digital
forensics has been one of the forensic sciences that has
been used to investigate such activities. It uses
scientifically proven and derived methods concerming the
preservation, interpretation, identification, collection,
analysis, presentation and documentation of digital
evidence resulting from digital sources for the purpose of
furthering or facilitating the rebuilding of operations that
are planned (Selamat et al., 2008).

The problem m digital forensics 1s that most tools
used by Digital Forensic Investigators (DFIs) have not
been evaluated because it is time consuming and
expensive. In addition, DFIs assumed that proprietary
tools from reputable vendors can do exactly what the
vendor claims it can do. Vendor evaluation has not been
documented and proven publicly (Beckett and Slay, 2007).
However, vendor’s claim that the tools are able to perform
the tasks required by a DFI and therefore it 1s up to a DFI
to make sure that the tool can do exactly what the vendor
claims it can do. A DFT risks loss of integrity if doubt can
be introduced into the accuracy of the tools and actions

deployed mn the presented evidence (Armstrong, 2003).
An inferior tool can compromise investigations because
the results produced by the tool are used in a court of law
to convict criminals or prove innocence (Carrier, 2002).
Tools play an important role in mvestigations and
without them DFIs camot conduct investigations. A
reliable tool must be used in order to produce reliable
results because the reliability of digital evidence 1s of vital
significance given the forensic context of the discipline
{(Van Den Bos and Van Der Kuyjf, 2005). To ensure that the
evidence presented in the cowrt of law is reliable and
accurate, tools must be evaluated. Efforts have been taken
by researchers to come up with models or techmques for
evaluating digital tools but most of them do not address
the time consumption problem experienced by DFIs when
it comes to tool evaluation as they require a DFI to
manually evaluate the tools. As a result, the gap between
tools and their evaluation still exists. In an attempt to
close this gap, we designed and implemented a model for
evaluating digital forensics tools using Java, MySQL
database and Bayesian Network (BN). Owr model uses
test results from the Computer Forensic Tool Testing
(CFTT) project in conjunction with the feedbaclk provided
by DFIs to recommend a suitable tool to use for
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investigations based on the task they want to perform, the
category of the tool and its cost. The feedback provided
by DFIs mfluences the tool’s rehability level, since, it 1s
used to buld on historical data from the CFTT project. If
the feedback is negative, the tool’s reliability level
decreases and if it is positive, it increases. Our model is
useful in assisting DFIs to make informed choices about
acquiring and using tools. Furthermore, tool-testing
organizations can use our model to publish their test
results in one platform to make them easily accessible to
DFIs.

Digital forensics tools: In our definition, a tool s a
hardware or software used to achieve a goal or carry out
a particular function (Dimpe and Kogeda, 2017). It 1s used
to recover deleted files, create a disk image, collect data
from a digital device, analyze data, etc., examples of
hardware tools are Image MASSter Solo-3 (DHS, 2013)
and LinkMASSter-2 (Cengage Learning, 2010). Examples
of software tools are listed in Table 1. These tools differ
in functionality, complexity and cost. Some are designed
to serve a single purpose while others offer a number of
functions, some of the market leading commercial tools
cost a lot of money while others are free (open source).
The nature of the investigation determines which tool is
appropriate for the task at hand (Arthur and Venter, 2004).
In this study, we focus our research on software tools.

Literature review: Tool evaluation is used for validating
and verifying the quality of the tools. The importance of
this procedure is to improve the confidence of software
developers and DFIs that the software 1s fit for the
purpose. In an attempt to evaluate digital forensic tools,
we explored models or techmques that have been
proposed by other researchers. Their strengths and
limitations are discussed in this study.

The CFTT (Anonymous, 2001) project was aimed at
providing a measure of guarantee for tools used by law
enforcement agencies in investigations. They followed
seven steps which include: establish categories of

Table 1: Digital forensics tools (software)

forensic requirements, identify requirements for a specific
category, develop test assertions based on requirements,
develop test code for assertions, identify relevant test
cases, develop testing procedures and report test results.
Thus, the vendor and testing organizations review the
results to ensure a certain level of fairness. However, the
disadvantage of it 1s that by the time the results are
publicly available, the version of the tested tool might be
deprecated (Vandeven, 2014). In spite of that the CFTT
project has extensive experience in tool evaluation, hence,
we took advantage of that in our model by using their test
results in conjunction with the DFI’s feedback to ensure
that tool upgrades and patches are considered.

The Scientific Working Group on Digital Evidence
(Anonymous, 2018) developed testing templates and
guidelines with the aim of helping parties that embark on
tool testing. The guidelines include developing a test plan
and performing test scenarios. The test plan should
purpose, methodology  and
requirements to be tested. Thewr methodology has been
implemented and tested but unlike the CFTT project, their
results are only released to the United State (UUS) law
enforcement agencies and not to the public. Which makes
1t challenging to ascertain whether their methodology 1s
suitable for tool evaluation or not.

Pan and Batten (2009) developed a methodology for
evaluating digital forensics tools by using a partition
testing approach. They used Orthogonal Array (OA) to
test the performance of a tool against itself or against
other tools on the same constraint. Their methodology
reduced the effect of mcorrect observations with large
values by using Taguchi’s logarithmic function. Pan and
Batten (2009) outlined that Taguchi’s method alone is not
sufficient to reduce the mmpact of outliers. As a result,
they created a theorem to define the maximum number of
suspicious samples acceptable.

The researchers claimed that their methodology
allows testers to compare the performance of tools
without consuming a large amount of time or using
advanced equipment and can be fully automated in the

include  test scope,

Tool name Description

FTK imager FTK Imager is a free extension of FTK, developed by AccessData to generate images from other types of storage devices and hard
drives (Vandeven, 2014)

EnCase EnCase is a widely known computer forensics tool designed by Guidance Software to analyze, collect and report on evidence

(Vandeven, 2014)
X-Ways Forensics

X-Ways Forensics uses diverse data recovery methods and search functions to find files that are deleted. It includes bit accurate

imaging of a disk to provide a comprehensive examination of a case (Trmler et ., 2013)

Device seizure

It is an analysis and acquisition tool for examining mobile devices (Anonymous, 2012). It consist of a driver pack that is designed

to maintain the integrity of device acquisition (Anormymous, 2012)

Oxygen forensics
Adroit photo forensics
(DHS., 2012)

Oxygen Forensics is a mobile forensics tool designed to acquire and analyze data from mobile devices (DHS, 2015)
Adroit Photo Forensics recovers graphic files of several types using proprietary GuidedCarving and SmartCarving technologies
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future. Even though their methodology was tested and
the results proved the validity and effectiveness of their
methodology, the researchers acknowledged that it might
not be feasible to use their methodology for any type of
tool because it is very difficult to develop robust testing
measures for every category of tools.

Wilsdon and Slay (2006) proposed an evaluation
framework to validate the accuracy and reliability of tools.
Their framework uses black box testing techniques by
making use of reference sets and test cases. Tt consists of
6 phases mncluding: acquiring software, identification of
the software functionalities, development of the result
acceptance spectrum, executing test and evaluate results
and releasing evaluation results. The development of
result acceptance spectrum uses the methodology for
documenting the result acceptance spectrum from ISO
14598.1-2000 which divides potential results set into 4
groupings, exceeds requirements, target range, minimally
acceptable and unacceptable. If a function does not meet
the acceptance range, then that function and all
dependents and co-dependents are rendered as incorrect.
The functions found to be below the acceptable range are
regarded as failed. Those that are in or above an
acceptance rating are regarded as passed.

Wilsdon and Slay (2006) claim that the framework
offers advantages such as efficient process, community
mput, various envirommnent testing and a community point
of contact. Their methodology divides results into the 4
above-mentioned groupings which also includes
minimally acceptable. In their research, if a function is
minimally acceptable, 1t stll falls under the
acceptance range. Mimmally acceptable shows that a
function did not meet all its requirements, therefore, it
should not be regarded as passed. Given the forensic
context of the discipline, a tool must produce reliable
results. It must either exceed requirements or be on target
range in order to be regarded as passed.

Guo et al (2009) developed a methodology for
validation and verification of foremsics tools that was
achieved by stipulating the requirements of each mapped
function. Their focus was on the searching function in
which the searching function was mapped and its
requirements specified. A reference set was developed to
validate and verify tools that have the searching function.
The researchers claim that their methodology, offers
benefits such as detachability, flexibility, tool neutrality
and transparency. However, they stated 1n their
conclusion, “even if the methodology 1s promising, it
needs to be tested” this obviously shows that their
method was not tested. Therefore, the reliability of their
methodology 1s not known. In any research, testing 1s
paramount because it provides unambiguous evidence

and confidence regarding the performance and limitations
of a tool (Tacob and Constantinescu, 2008). However, the
research of Wilsdon and Slay (2006) and Guo ef al. (2009)
that was reviewed above was never tested. To prove
beyond reasonable doubt, our model has been tested and
results obtained are presented in this study.

Baggili et al. (2007) created a systematic database
driven testing model for mobile forensics tools. Their
model takes tool-testing standards and alters them, so
that, the process model is programmatically driven by the
database system. Based on the process model and the
proprietary nature of mobile phones, a relational database
schema was developed to aid in illustrating the different
data requirements for mobile phones tool testing. Factors
that should be recognized when forensic acquisition 1s
performed and the data that should be stored in the
database were presented in the form of an Entity
Relationship Diagram (ERD). The data includes log files of
all forensic examination and testing procedures for
different mobile phones. They used the database driven
approach to demonstrate the calculation of General Error
Rate (GER) and the Feature Error Rate (FER). The
researchers claimed that a database selution could help in
the formation of calculated error rates based on the tool’s
past stability and in establishing the degree of reliability
for various tool sets.

Kubi et al (2011)evaluated XRY 5.0 and UFED 1.1.3.8
mobile forensics tools based on NIST smartphone tool
specification and test cases using Daubert principle as a
point of reference towards the admissibility of digital
evidence. The evaluation was executed by using 6 phases
which mcludes: collection, identification, preservation,
examination, analysis and reporting. A graphical
representation was used to compare the results which
showed that most of the time XRY 5.0 exceeded UFED
1.1.3.8 m terms of performance.

The research of Baggili et al. (2007) and Kubi et al.
(2011) only focuses on mobile forensics which is a
specific category of digital forensics that deals with
mobile tools. However, our model covers a more general
area in digital forensic.

Hildebrandt et al. (2011) proposed a common scheme
for evaluating digital forensics tools. Thewr model was
divided mto hard criteria and soft criteria. The soft-criteria
includes: general acceptance within the expert community,
publication of the method, standards for the usage of the
application, intention of the mnvestigation and personal
famiharity with the application. The hard criterion
was divided into the must-criteria, should-criteria and
can-criteria. The must-criteria is concerned with the core
funmctionality of a tool including logging, protection of the
ntegrity of the gathered data, protection of the
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authenticity of the gathered data, protection of the
confidentiality of the gathered data, access restriction for
the gathered data and protection of the integrity of the
source data.

Subsequently, the can-criteria are driven by the
potential extortions for forensic software which mcludes
system heterogeneity, minimality of expected system
rights and open source. Their research does not focus
only on the model for evaluating tools but it also focuses
on attacker models, a framework for the development of
forensic software, legal and technical requirements for
digital forensics tools. Their model 1s broad in scope and
has been tested. However, it is not concerned with tool
testing; 1t uses results from tool testing orgamzations
such as the National Institute of Justice (NIT). The
challenge with relying only on tool testing orgamzation is
that they cannot keep up with tool versions and patches.
Similarly to their medel, our model uses test results from
the CFTT project. However, it does not only use their test
results but 1t also uses feedback provided by DFIs to
ensure that tool versions and patches are taken into
consideration.

MATERIALS AND METHODS

Design and implementation: In this study, we discuss the
system architecture and show how different components
of the model work together. We also provide msight into
the implementation of our model and how Bayesian
network was used for recommendations. We further,
discuss how the user interface researches in detail.

System architecture: Systems architecture is considered
to be the conceptual model that describe the behavior and
structure of a system (Jaakkola and Thalheim, 2010). The
architecture of our model 15 made up of three layers: the
presentation layer, application layer and database layer.
The presentation layer contains the components that
implement and display the user interface and manage user
mteraction (Wellhausen). The application laver 1s the
layer that hosts the web server and recommender engine.
The web server is responsible for processing request from
the user. A user (DFI) interacts with the system to search
for a tool that can perform a desired task. The web server
then communicates with the recommender engine which
uses Bayesian network to select a tool that can perform
the task that the user requires using the information in the
database which 1s hosted in the database layer. Once the
tool is found, the web server returns the recommended
tool to the user as shown in Fig. 1.

Bayesian networks: Bayesian Networks (BNs) are
graphical models for reasoning under uncertainty where

User interface

_

. e
Presentation layer
User (DFI)

_______________ 4_?_______________

Web server

Recommende engine

Application layer

Database layer System database

Fig. 1. System architecture

the nodes represent variables and arcs represent direct
connections between them (Kevin and Ann, 2004). We
choose to use Bayesian networks because 1t shows good
prediction accuracy even with small sample sizes. The
idea behind this research is for DFIs to provide feedback
on tools after using them. The model then uses that
feedback to build on its current data (historical data) in
order to enhance its recommendation. Bayesian networks
can be used for this purpose because it can be
immediately updated when new data is presented (Kragt,
2009).

We used literature review, data from the CFT'T project
and a survey that was conducted by the Digital Forensic
Investigation Research Laboratory to determine possible
factors affecting the selection of a tool. Survey data from
the Digital Forensic Tnvestigation Research Laboratory
was used to determine factors that DFIs takes into
consideration when purchasing a tool (Homy, 2014).
According to the survey they conducted, the factors
include: feature set (task), cost and ease of use. However,
therr data was not used to assign states but rather to
guide us on what DFIs takes into consideration when
purchasing a tool. The actual data that we used to assign
state variables was derived from literature review and
CFTT project.

Bayesian network construction: The first step in
constructing a Bayesian network is to build a directed
acyclic graph, followed by an assessment of prior and
conditional probability in each node (Tames, 2018). For the
assignment of prior probabilities, literature review
together with data from the CFTT project were used. On
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P (Rb)

P (Es)

(Ease of usg

P (To|Ct, Rb, ES)

Fig. 2: Bayesian network

the other hand, the conditional probability associated
with each node was calculated using Eq. 1. Whereby the
probability of event of a variable state 1s calculated based
on the fact that some important evidence has been
observed.

Out of approximately 103 tools that were tested by
the CFTT project, only 6 were selected for our research,
namely: FTK TImager, X-Ways Forensics, EnCase
Forensic, Adroit photo forensics, Oxygen Forensics and
Device seizure. By making use of the 6 tools that were
selected, we were able to construct a Bayesian network
with & nodes which consist of the following variables:
Task (Ts), Category (Cr), Cost (Ct), Reliability (Rb), Ease
of use (Es) and Tool (To) as shown mn Fig. 2:

P(X|Y):7P(Y‘X)T(X) @
P(Y)
Where:
P(X) = The prior Probability of the event X without any

knowledge about the event Y
P(X|Y)= The conditional Probability of X, given the
event Y
P(Y[X)= The conditional Probability of Y, given the even
X
= The marginal Probability of the event Y, acting
like a normalizing constant

P(Y)

Using a Bayesian network m Fig. 2 as an example, the
probability that in the modelled system the tool 15 FTK
(To = FTK), given that the task is data acquisition
(TK = Da), category is computer forensic (Cr = CF), cost
is free (Ct = Fr) was calculated using in Eq. 2:

P(To = FTK| Tk = Da, Cr = Cf, Ct = Fr) =
P(To = FTK.Tk = Da, Cr = Cf, Ct =Fr) 2)
P(Tk = Da, Cr = Cf, Ct = Fr)

The above example was used to demonstrate how
Bayesian network works at the backend to recommend a
tool. In the next study, we demonstrate how the user
mteract with the system to search and view the
recommended tool.

User interface: In this study, we illustrate how the user
interface works including how the user interacts with the
system to get the required tool. We discuss in detail how
the tool evaluation, recommendation and feedback page
works.

Tool evaluation page: The tool evaluation page allows the
user (DFI) to search for a tool that can perform the desired
task. The model looks for the tool that can perform the
deswred task in the selected category within the desired
price range which can either be free, low or medium. By
clicking the search button, the model searches for the
tools that meets the user’s requirements and recommends
those tools to the user as shown in Fig. 3.

Recommendation page: The model recommends a tool
that meets the user’s requirements including a brief
description about the tool, its functions and reliability
level as shown mn Fig. 4 and 5. The reliability level of a
tool are calculated using historical data from the CFTT
project in conjunction with the feedback from the users.
However, at the inception of the system,
recommendations are only made using the data from the
CFTT project. Users are required to provide feedback on
the tools after using them by clicking on the feedback
link.

Feedback page: The purpose of the feedback page in
Fig. & is to get information from DFIs about the
performance of tools. The feedback provided by DFTs
influences the tool’s reliability level because it 1s used in
conjunction with historical data to build on the tool’s
reliability level. If the feedback is negative, the tool’s
reliability level decreases and if it is positive, it increases.
Feedback was weighed based on the user’s level of
expertise, e.g., an intermediate user’s feedback weighs
less than that of an expert as shown in Table 2. However,
feedback from a beginner and novice user were ignored
because they have limited knowledge in the area of
digital forensic tools. This procedure was carried out
using a decision matrix due to its ability to weigh
multi-dimensional decisions of a
(Qureshi et al., 2013).

If a tool performed as expected on a particular test
case, it 1s rated as reliable (Feedback (F = 1)) for that test
case. If not, it 18 rated as partly rehable or unreliable
{(Feedback (F = 0)). Equation 3 and 4 were adapted from a
decision matrix where F, 15 the feedback result, F
(feedback score) is the feedback provided by DFTs, W, is
the weighted score assigned to DFIs based on their level
of expertise and T, is the total weighted score. After the
feedback is provided, we calculated the new reliability

decision set
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Fig. 3: Tool evaluation page
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Fig. 4: Recommendation page

level of a tool given feedback results (F,). Where, N, is the
new reliability level of a tool and O, 1s the old

one:
Q. +F
NRb — ha T (3)
E.<W,
F-%V" 4)
' 2 TWS
RESULTS AND DISCUSSION

In order to test and evaluate the performance of our
model, we used functional testing. In functional testing,

Forensic images - cat
CDs. and DVDs,
Preview forensic images - prev
Preview files and folders - prev
Mount image - mount an
Export files and folders - export files and folders from forensic images.
Recover deleted files - ca ed files.

Create hashes - creare hashes of fil: M
(SHA-I)
Hash report - generate hash reports for reg

Methodology
s tion with the
ermine the

Fig. 5. Recommendations are made based on the user’s
requirements

test cases are designed based on the information from the
requirements to ensure that the system or software
conforms with all the requirements (Nidhra and Dondeti,
2012). Tt guarantees that the functionality stated in the
requirement specification works. Using functional testing,
we were able to:

We determined the functional requirements of our
model, the functional requirements were determined in
order for us to know what to test and how to test it. The
core functional requirements of our model are as follows:

»  The model shall recommend a suitable tool based on
the task, category and cost
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Table 2: DFI’s level of expertise (Aamodt and Plaza, 1994

Expertise level Description

Weighted score

Beginner Has knowledge or an understanding of basic techniques and concepts in digital forensic Feedback disregarded
Novice Individuals who have a certain level of experience gained in experimental scenarios and/or

classroom or as a trainee in the job Feedback disregarded
Tntermediate Individuals who are able to complete a digital forensic task. They may occasionally require help

from an expert but they can independently perform a task 60%%
Advance This individual has the skill to perform digital forensic task without assistance 80%%
Expert Professional who has extensive experience acquired through study and practice 100%%
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Fig. 6 Feedback page

*  The model shall inform the user (DFI) if the required
tool is not available

*  The model shall allow the user to provide feedback
on the tool

*  The model shall ignore feedback from the begmner
and novice user and only consider feedback from
intermediate, advanced and expert user

*  The model shall calculate feedback based on the
weighted score

¢ The model shall use feedback provided by users to
update the data in the database

We developed test cases: Test cases were developed
based on the functional requirements specified in step 1.
We tested our model, the testing was executed using test
cases developed in step 2, a sample of some of the test
cases used in carrying out this research can be found in
Appendix A. Test cases were grouped into test runs and
each test run contained 6 test cases. In total, we had 10
test runs for each function which contained 60 test cases.
At the completion of each test, expected results were
compared to actual results to determine if the function

works as 1t should. If the actual results are the same as the
expected results, status is pass (S = 1) and if not, status 1s
fail (S = 0). The results for each test run were calculated
using Eq. 5. The results from the calculations were used
to plot our graphs in Fig. 7 and 8:

(5)

We analyzed the results: Results are analyzed and
discussed 1.

Model evaluation: Tn our first experiment, the system’s
ability to recommend a suitable tool to use for an
investigation and to inform a DFT if the required tool was
not available was tested. The results obtamed are shown
mFig. 7.

Figure 7, the first few runs of the model was not
satisfactory, the model failed to recommend the recuired
tool in some cases even if the required tool was available.
This was caused by incorrect variable declaration and
using the model without considering the information in
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Fig. 7: Results of the recommendation
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Fig. 8: Feedback

the database. After declaring the right variable and
considering the information in the database, the model
started to recommend the required tool. The model also
failed to mform the DFI if the required tool was not
available. It could not do so because the message that
was supposed to inform the user that the required tool is
not available was not defined on the server. That was
corrected by defining the message on the server. After
doing so, the model started to nform the user when the
required tool was not available. Tn the second experiment,
we tested the model’s ability to DFT’s
feedback based on their level of expertise and update
the tool’s mformation in the database accordingly as
shown in Fig. 8. In the first run, we could only provide
feedback on FTK. We encountered errors when we
attempted to provide feedback on other tools because the
data was not loaded to the session accordingly and as a
result, the model was failing to submit the data stored in
the session. To resolve that we recreated the session and
loaded the data accordingly. Feedback from a begmmner
and a novice user was supposed to be ignored and
should have not influenced the tool’s reliability level.
However, the model considered the feedback from them
due to a logical error which also mnfluenced the feedback
from an intermediate, advance and expert user.

The performance measurement for our model was
also evaluated using MATLAB due to its ability to
predict the system’s behavior. MATLAB 13 a sunulator
that can evaluate design, diagnose problems with an
existing design and test a system under various
conditions (Houcque, 2005). Therefore, it was employed
mn this study to observe the utility performance of our
model as shown in Fig. 9. The utility performance of our

calculate

100
80
60
40
20

0 T T T T T 1
0 2 4 6 8 10
Test runs

Utility (Pb)

Fig. 9: Ttility

model started at a low rate but kept improving until it
reached a comsistency of 91.7% utility which can be
improved by fine-tuning the meodel and performing
additional training,.

In this study, we reviewed the models or techniques
which do not address time consumption problem
experienced by DFIs when it comes to tool testing as they
require a DFT to manually evaluate the tool. In addition,
some do not include all aspects of a tool and has not been
tested. According to the survey, we conducted which was
closed-ended and we managed to interview 10 digital
forensic experts, 97.5% of the participants agreed that
indeed it 18 necessary to evaluate a tool before using it
but it 18 not practical for them to do so because it takes a
significant amount of time. However, they pointed out
that it would be very helpful if they could have official
government entities or forensic mstitutes that can take
care of tool evaluation. The CFTT project and SWGDE
were established for that purpose and have done so
excellently. However, they cannot meet the demands of
DFIs because they take months to thoroughly evaluate a
single tool. By the time they make their results available,
the version of the tested tool might have already been
upgraded.

Our proposed model seeks to address the limitations
of the above-mentioned models or techmques by
introducing a time-saving way of evaluating digital
forensics tools and ensuring that tool patches and
upgrades are taken mto consideration. DFIs are not
required to mamually evaluate the tools, our model
recommends a suitable tool for them to use for
investigations based on the task they want to perform, the
category of the tool and its cost. Our model uses test
results from the CFTT project 1 conjunction with the
feedback provided by DFIs as a knowledge base to
recommend a tool. It ensures that recommendations are
not only made based on historical data from the CFTT
project but also current data from DFIs in the form of
feedback. For example, the last test results from the CFTT
project were released in 2016, ever since, then, tool
patches and upgrades have been released. Therefore,
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feedback from DFIs was used to address this gap. DFIs
who are using the tools are in a better position to provide
us with the information about the current status of a
tool.

CONCLUSION

Tool evaluation is a necessary and mandatory
component of forensic science given that an unreliable
tool may lead to unreliable result. Tn this study, we
identified that most tools are used without bemg
evaluated which is a problem that this study aimed to
solve by developing a model for evaluating digital
forensics tools. The model was developed using Java,
Bayesian Networl and MySQL server. Our model uses
test results from the CFTT project 1 conjunction with the
feedback provided by DFTs to recommend a suitable tool
to use for investigations based on the task, category and
cost. It saves time because it does not require a DFI to

manually evaluate the tools, unlike the model and

technicques reviewed in this study. Tn addition, it also
ensures that tool versions and patches are catered for by
using the feedback provided by DFIs. Furthermore, the
model showed a utility of 91.7% after sumulation.
Therefore, our model can help DFIs with tool evaluation
and tool makers to improve their tools. Tn addition, tool
testing organization such as CFTT project and NIJ can
use our web-based model to publish their test results to
make them easy accessible to DFIs in one platform.
However, our model is unable to validate DFTs expertise
level, 1t assumes that the expertise level provided by
DFIs 18 comrect without wvalidating them, more
research is needed to find ways to validate DFIs expertise
level.

RECOMMENDATIONS

In future, we intend to use different techniques and
iumprove the utility of the model A combination of
techniques may be helpful in improving the performance
of the model.

Appendix A: Test cases for recommendation

Function tested Recommendation capability of the model
Test ID Test objective Expected results Actual results Pass/Fail
1 Recommendation _  The model shall recormnmend a suitable The model must recommend a suitable  The model successfully Pass
data acquisition 1.1 tool it the task is data acquisition, tool based on the requirements. Tf the recommended a suitable tool
category is computer forensic and price tool is not available, the model should  based on the requirements
range is free. Tf the required tool is not inform the user
available, the model must
inform the user
1 Recommendation_  The model shall recomnmend a suitable The model must recommend a suitable  The required tool was Fail
data acquisition 1.2 tool it the task is data acquisition, tool based on the requirements. Tf the available but the model
category is computer forensic and price tool is not available, the model should  did not recommend it
range is low. If the required tool is not inform the user
available, the model must
inform the user
1 Recommendation_  The model shall recomnmend a suitable The model must recommend a suitable  The required tool was Fail
data acquisition 1.3 tool it the task is data acquisition, tool based on the requirements. Tf the nat available but the
category is computer forensic and price tool is not available, the model should  model did not report. it
range is high. Tf the required tool is not inform the user
available, the model must inform the user
1 Recommendation_  The model shall recomnmend a suitable The model must recommend a suitable  The required tool was Fail
data acquisition_1.4 tool if the task is data acquisition, tool based on the requirements. If the not available but the
category is mobile forensic and price tool is not available, the model should  model did not report. it
range is free. Tf the required tool is not inform the user
available, the model must inform the user
1 Recommendation_  The model shall recomnmend a suitable The model must recommend a suitable  The required tool was Fail
data acquisition_1.5 tool if the task is data acquisition, tool based on the requirements. If the not available but the
category is mobile forensic and price tool is not available, the model should  model did not report it
range is low. Tf the required tool is not inform the user
available, the model must inform the user
1 Recommendation  The model shall recommend a suitable The model must recommend a suitable  The required tool was Fail

data acquisition_1.6

tool if the task is data acquisition,
category is mobile forensic and price
range is high. If the required tool is not
available, the model must inform the user

tool based on the requirements. If the
tool is not available, the model should
inform the user

available but the model
recommended the least reliable
instead of the most reliable
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