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Abstract: In recent years, the growing capacity of mformation storage devices has led to increased storing
personal information about customers and individuals for various purposes. Data mining needs extensive
amount of data to do analysis for finding out patterns and other nformation which could be helpful for
business growth, tracking health data, improving services, etc. This information can be misused for many
reasons like identity theft, fake credit/debit card transactions, etc. To avoid these situations, data mining
techniques which secure privacy are proposed Data perturbation, knowledge hiding, secure multiparty
computation and privacy aware knowledge sharing are some of the techniques of privacy preserving data
mining. A combination of these approaches 1s applied to get better privacy. In this study, we discuss i detail
about geometric data perturbation technique and k-anonymization technique and prove that data mining results
after perturbation and anonymization also are not changed much.
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INTRODUCTION

In curent age, data plays an important role in
extracting knowledge. From decades companies runming
software systems are flooded with lot of data which is of
no use to them. Through data miming those large volumes
of data can be processed and useful patterns can be
identified. These patterns help managers to take decisions
to improve their businesses. However, the collected
information may contain some sensitive information which
raises privacy concern.

Privacy does not has a benchmark definition
(Langheinrich, 2009). Westin (1968) defined privacy as
“the assertion of individuals, groups or mstitutions to
specify when, how and to what extent their information
can be shared to others.”

Bertino et al. (2008) gave a similar definition as * the
security of data about an mdividual contained in an
electronic repository from unauthorized disclosure.”

Privacy preservation methods protect from
information leakage by modifying the original data and
protect owner’s exposure (Aggarwal and Philip, 2008;
Aggarwal, 2015). But utility of data is reduced by data
transformation. This data transformation results in
inaccurate or infeasible knowledge extraction through
data miming. Privacy Preserving Data Mming (PPDM)

methodologies are equipped with certain level of privacy
while not compromising data utility and still provide
efficient data mining. PPDM is a collection of techniques
that preserve privacy while extracting knowledge from
data. While carrying out data mining, there is a chance for
private data to be disclosed in the publicand PPDM
protects from this disclosure. PPDM is latest area of
resecarch and many algorithms are proposed for it
Different techniques preserve privacy in different levels
of data mining process. There are three layers in PPDM
framework namely Data Collection Layer (DCL) at lower
level, Data Pre-process Layer (DPL) at middle level and
Data Mining Layer (DML) at higher level.

MATERIALS AND METHODS

PPDM framework: According to the PPDM frameworls,
defined by Xueyun et af. (2014) the PPDM techniques are
categorized based on data mining process stages. DCT
has huge collection of data providers and sensitive
information may be part of this data. Data can be collected
without losing privacy. In DPL, the data that 1s collected
in DCL layer is stored in data warehouses and later
processed by data warchouse servers. There are two
aspects of privacy preservation in this layer. Data pre
processing in such a way that privacy 1s preserved for
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Fig. 1. APPDM framework

doing data mimng later and security of data access.
Actual data mining 1s performed by data mining servers
and data miners and results are provided in third layer.
There are two aspects for privacy preservation in this
layer. They are: mcorporating privacy features nto data
mining methods, combimng lot of data sets from different
parties and carrying out collaborative data mining without
any private information revelation (Fig. 1).

Privacy at data collection layer: In order to provide
privacy at data collection time, raw data need to be
randomized and stored. If original values are stored there
15 a chance of privacy leakage. So, randomization is
performed for each value separately. According to
statistical distribution, noise i1s calculated and added to
data to modify data in randomization methods. Simple
randomization approach 1s described as: if X 1s original
data distribution, Y is noise distribution already known
and Z is result of randomization then definition of 7 can
be given as:

7= X+Y (1

Later X is constructed as X = Z-Y. We can not
reconstruct entire X as it is but only X distribution can be
reconstructed. This 1s known as additive noise. There 1s
another way of randomization that 1s perturbing the data,
i.e., modify original data into perturbed data. Data mining
algorithms which are based on distribution of data rather
than individual values are used. But there 1s loss of data
readability. When compared to the privacy preservation,
the data readability loss is negligible. So, this method is
followed. Randomization is a subset of data perturbation.

Data privacy: Data privacy is generally identified as a
level of difficulty an attacker has to face mn approximately
identifying the original data from the available perturbed
data. PPDM techniques are said to provide higher level of
privacy if estimation of original data from perturbed data
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is more difficult. Geometric data perturbation provides
moderate level of data privacy but is more efficient
compared to other algorithms (Chen and Liu, 2011).

Data utility: Based on quantity of important data that is
preserved after perturbation the level of data utility is
defined. In this study, we present the steps of geometric
data perturbation based on (Chen and Liu, 2011). Many
data mining models can be applied with geometric data
perturbation for privacy preservation and they also,
provide better utility. Some of the data perturbation
techniques are mentioned as following.

Noise additive perturbation: “Tt is an additive
randomization which is a column based one. This kind of
technique is based upon the two factors, i.e., data owner
does not require to secure all components in a record
equally, this gives the freedom to apply column based
distortion on some sensitive fields. Individual records are
not needed for classification model. Chosen classification
models only require value distributions and assume that
they are independent columns (Chen and Liu, 2011). The
fundamental method adds the certain amount of noise to
the columns, keeping the structure intact and can be
easily recreated from bewildered data.

A classic random noise addition model is outlined as
following. Let a variable K having some distributions, be
described as (k;-k,, ..., k). The random noise addition
process changes its original value by adding some kind of
noise R and generates perturbed value Y. Now, Y will be
K +R, resulting into (k,+r,, k,+r,, kitrs, ., k). Using this
noise R, the origmnal value K can be recovered by
applying reconstruction algorithm on the perturbed
values (Chen and Liu, 2011).

While thus approach 1s simple, 1t has some cons.
Several researchers have found that it 13 easy to perform
reconstruction based attacks which is major weakness of
randomized noise addition approach. Also, resembling
properties of the perturbed data can become handy to
identify and remove noise from the perturbed data.
Moreover, algorithms like association rule mining and
decision tree are based on the autonomic columns
assumption and work only on column distributions. These
algorithms can be modified to reconstruct the column
distributions from modified datasets (Chen and Liu, 2011).
Condensation-based algorithm: “This 13 a mult
dimensional data perturbation technique. This techmique
preserves the dispersion matrix for multiple columns.
Decision boundary which is a geometric property is
preserved well. This algorithm unlike the randomize
approach, disturbs multiple columns at a time and
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generates the entire new dataset. Because of above
mentioned properties, modified data sets can be directly
used in many existing data mining algorithms without any
change or need to develop new algorithms (Chen and Liu,
2011).

The approach is outlined as follows. Algorithm
begms by partitioming the orignal dataset D into number
of groups of records, say k-record groups. There are two
parts in each group. One is a center of the group, selected
randomly from the original dataset and the other part is of
(k-1) members from oniginal dataset, found using k-1
nearest neighbours. These chosen k records are first
deleted from the original dataset. Then the remaining
groups are materialized. Advantage of having small
locality of the group, it is achievable to revive k records
set to maintain the covariance and distribution.

The size of the locality is reciprocal of the
preservation of covariance with regenerated k records. Tf
i each group, size of locality 1s smaller, then it offers
better quality of covariance preservation for regenerated
k records (Chen and Liu, 2011).

Rotation perturbation: “For privacy preserving data
clustering this techmque 1s nommated. Geometric data
perturbation has rotation perturbation as one of its major
component. The definition of rotation perturbation is
given as G(X) = R*X where, X, 1s the original dataset
and R, 1s rotation matrix which is randomly generated.
Distance preservation is the unique benefit as well as
major weakness of this method. This method is vulnerable
to distance-inference attacks (Chen and Liu, 2011).

Random projection perturbation: “Tn this technique, data
ponts from original multi-dimensional space are projected
mto another arbitrarily chosen multidimensional space”.
Let Q. be a random projection matrix. Here, Q) contaimns
orthonormal rows:

G(x) = JdkQX 2

The above equation 1s administered to ruffle the
dataset C. According to Johnson Lindenstrauss Lemma,
projection pertuwrbation approximately preserves the
distance. A given data set in Fuclidean space can be
mapped 1inte another space. This mapping should
preserve the pairwise distance of any two points with

least error. This results in model quality preservation”
(Chen and Liu, 2011).

Privacy at data pre-process layer: Data anonymization is
the most prevalent method used for preserving privacy at
DPL (Data Pre-process Layer). This data anonymization
(k-anonymization) prevents the identity disclosure of data
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Table 1: Anonymous data example
Non-sensitive attributes

Sensitive attributes

Pin code Age Country Ailment
210%# <30 * Flu
210%* <30 * Flu
210%# <30 * Cancer
210%# <30 * Orthoritis
250%% =40 * Flu
250## =40 * Cardiomyopathy
250## =40 * Cancer
250%% =40 * Diabetes
313k =55 * Cancer
313k =55 * Diabetes
313%% =55 * Orthoritis
313%# =55 * Cancer

* = Sionificant values

owners in public (Agarwal, 2007). The k-anonymization
technique works by specifying k-value, so that, there are
k identical records in data.

In this, each record is 1dentical to at least k-1 other
records. Table 1 shows an example data for a number of
patients which 18 4-Anonymous. There are some
distinctive attributes which identify a patient individually
like age, country, disease, pincode. These attributes are
categorized into two sets. They are attributes which are
sensitive and non-sensitive attributes. Opponents should
not be able to find these sensitive attributes ex.Ailment.
Non-sensitive attributes like pincode, country and age are
also, called quasi-identifier attributes for the given data
set.

According to Sweeney (2002) survey, we can not
protect mdividual’s privacy by simply eliminating explicit
unique identifier. In Table 1, there are at least 4 records
which have identical values for every set of quasi-
identifier attributes. k-anonymization is often performed
by data generalization and suppression (Samarati,
2001).

Geometric data perturbation: Translation transformation
(¥), multiplicative transformation (R) and distance
perturbation (A) are applied in a specific sequence to
obtain geometric data perturbation:

G(x)= RX+y+0 (3)

Multiplicative transformation (R): Generally rotation
matrix or random projection matrix are part of this.
Distances are preserved exactly by rotation matrix. Exact
distances are preserved by rotation matrix. Only
Approximate distances are preserved by random
projection. Rotation matrix protects the Euclidean
distance. Ome of the crucial component of geometric
perturbation is rotation perturbation.

Rotation perturbation protects ruffled data from
naive estimation attacks. Rotation perturbation can be
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Table 2: Comparision of perturbation techniques

Random rotation Geometric perturbation

Random projection

Y=R*X

¥ is the original dataset for all three formulas
Y is the perturbed dataset for all three formulas
R is the random rotation matrix

Y =RX+T+D

R is the secret rotation matrix
(preserves BEuclidean distances)
T is the secret random translation matrix

Y=A*X
A is the random projection matrix

T is the secret random noise matrix

Distances are preserved less secured
(Oliveria and Zaiane, 200:)
Accuracy depends on the rotation matrix

(Liu et ., 2006)

Distances are approximatety preserved

Good accuracy than any other perturbation techniques

Distance is not well preserved
T.oss of data (Liu et af., 2006)
Worse accuracy than geometric data perturbation

protected from more complicated attacks by using other
components of geometric perturbation. The definition for
random projection matrix Ry, 18 given as R = sqri((dR,).
The JTohnson-Lindenstrauss T.emma state that approximate
Euclidean distances can be preserved by random
projection when certain conditions are satisfied (Chen and

Liu, 2011).

Translation transformation ¥: In original space consider
two points x and v with translation the new distance will
be || (x-t)-(y-t) || = | x-y || Therefore, distance 1s always
preserved by translation. Translation perturbation alone
can not furnish data protection.

Attacker can identify original data by cancelling
translation perturbation if only it is applied alone. In order
to resist attacks translation is combmned with rotation
perturbation.

Distance perturbation: The distance relationship is

preserved by above two components. However,
distance-inference attacks can still be performed on
distance preserving perturbation. The main aim of
distance perturbation is to resist distance-inference
attacks while preserving distances. Here,
perturbation can be noise. As noise intensity i1s low,
applying only other two components will not carry out
privacy preservation (Table 2).

The major 1ssue of distance perturbation 1s a trade off
between reduction of model accuracy and gain of privacy

guarantee. The data owner may opt not to use distance

distance

perturbation with the assumption that data 1s secure and
attacker does not know about the orginal data.
Hence,
below graph will help summarizing about random
data

distance-inference attacks are avoided. The

rotation, random projection and geometric
perturbation.

Algorithm; Geometric data perturbation: The idea behind
using geometric data perturbation algorithm 1s its
sinplicity. Geometric perturbation 13 nothing but the
improvement to the rotation perturbation by coupling it
with additional components like random translation
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perturbation and noise addition to the basic form of
multiplicative perturbation ¥ = REX. Two additional
components are added to normal rotation perturbation.

When rotation  based
perturbation, geometric perturbation is more robust and
efficient. For each attribute of G(X), let T be the
translation, random rotation R, D be a gaussian noise and
X be the original dataset. The value of the attribute G(X)
can be found using following equation:

compared to normal

G(X)=R*X+T+D (4)

Algorithm 1; Geometric data perturbation:

Procedure: Geometric transformation based rmultiplicative data perturbation
Tnput: Dataset T, sensitive attribute S

Intermediate result: Perturbed dataset D

Output: Classification result R and R’ for dataset D and D’ respectively

Now, apply classification algorithm on data set D with
sensitive aftribute S and obtain results. Apply
classification algorithm on perturbed data set D' and
obtain results. Compare both the results and analyze the
accuracy (Fig. 2).

k-anonymization: In the perturbed data set, D', there are
categorical attributes which can not be applied with
geometric data perturbation. For those attributes we
applied k-anonymization technique by generalizing the
quasi identifiers wherever possible. The generalization
hierarchy 1s followed for categorical attributes wherever
necessary.

The generalization of categorical attributes can be
obtammed from the following hierarchical trees. In this, the
adult data set from UCT machine learning repository
15 used for implementation. The hierarchy tree for
native-country is shown in Fig. 3. Similarly, the hierarchy
tree for education 1s shown i Fig. 4.

Implementation: Tn this study, adult data set from UCT
Machine learmning repository (Ronny and Barry) 1s
considered for implementation. The data set contained 48,
842 mstances with 15 attributes. The mmplementation
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From input data D with size n
extract sensitive attribute [S],.,

Rotate [S] into 180° clock-wise
and generate [R ] .,

\ 4

Multiply elements of [S] and
[Rs] and generate
[X] XDy = [SLer* Ry,

\4

Calculate T as sum
of mean and [S],.,

!

Calculate Guassian noise using
formula P(x) = 1/(c\2 ) e-****%*
Where u = mean, G = variance

!

Caculate geometric data perturbation
as [GS],, = XL ST +P(x)

!

Create perturbed Dataset D' by replacing
Sensitive attribute [S] with [GS]

Fig. 2: Geometric data perturbation steps

part 1s carried out mn two steps namely; Step 1: applying
geometric data perturbation and perform classification.
Step 2: applying k-anonymization after perturbation and
perform classification

The geometric random perturbation technique can
be applied on only numeric data. So, this method 1s
applied on attributes age and education-num. The data set
is described as below. The adult data set contains the
following attributes age (numeric), fnlwgt (mumeric), work
class (text), education (text), education num (mumeric),
marital status (text), occupation (text), relationship (text),
race (text), sex (text), capital gain (numeric), hours per
week (numeric), native country (text), capital loss
(numeric), class label (text).
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Fig. 3: Generalization tree for attribute country

Education

Bachelors Masters Doctorat Sax!
Some  Prof- Agqoo- Agse- irel
college school ;.4 SN0 4 56 78§ 1o 11 12 HS-grade

Fig. 4: Generalization tree for attribute education
RESULTS AND DISCUSSION

WEKA tool 18 used for carrying out classification task
on adult data set. Two classification algorithms, J48 and
Naive Bayes are applied on the original adult data set from
UCT machine learning repository (Romny and Barry).
Result characteristics like classification accuracy, mean
absolute error etc. are tabulated. The geometric data
perturbation algorithm 1s mmplemented using MATLAB.
The numerical attributes age and education num are
modified by applying geometric data perturbation
technique and the modified data set is obtamned. On the
modified data set, the two classification algorithms, 48
and Naive Bayes are applied and the results are
tabulated (Table 3-7).

Since, geometric data perturbation can be applied
only to numerical attributes for categorical attributes
k-anonymization technicue is applied. All the categorical
attributes are generalized in such a way that at least k
records 1n perturbed data will have same values for the
categorical quasi identifier attributes education, native
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Table 3: Classification results after geometric data perturbation

Table 7: Final classification result after applying k-anoimymization

Age

NB J48
Variables Original Preprocessed Original Preprocessed
Correctly classified 0.8359 0.8302 0.8524 0.8533
instances
Incorrectly classified 0.1640 0.1697 0.1475 0.1466
instances
Kappa statistics 0.4979 0.5011 0.5665 0.5900
Mean absolute error 0.1716 0.1793 0.1974 0.1989
Root mean squared 0.3692 0.3798 0.3247 0.3320
error
Relative absolute error  0.4707 0.4769 0.5415 0.5291
Table 4: Classification results after (perturbed)

Age

NB J48
Variables Original Perturbed  Original Perturbed
Correctly classified 0.8359 0.8363 0.8524 0.8550
instances
Incorrectly classified 0.1640 0.1636 0.1475 0.1449
instances
Kappa statistics 0.4979 0.4897 0.5665 0.5722
Mean absolute error 0.1716 0.1711 0.1974 0.1974
Root mean squared 0.3692 0.3711 0.3247 0.3208
error
Relativeabsolute error  0.4707 0.4718 0.5415 0.5444
Table 5: Classification results after (preprocessed)

Age
NB J48
Variables Preprocessed  Perturbed Preprocessed Perturbed
Correctly classitied 0.8302 0.8347 0.8533 0.8557
instances
Tncorrectly classified 0.1697 0.1652 0.1466 0.1442
instances
Kappa statistics 0.5011 0.4997 0.59 0.5754
Mean absolute error 0.1793 0.1731 0.1989 0.2013
Root mean squared 0.3798 0.3708 0.332 0.325
error
Relativeabsolute error  0.4769 0.4679 0.5291 0.5441
Table 6: Classification results after (perturbed+anonymized)
Age
NB J48
Perturbed+ Perturbed+

Variables Perturbed  anonymized Perturbed anonymized
Correctly classified 0.8347 0.8269 0.8557 0.8513
instances
Incorrectly classified 0.1652 0.1730 0.1442 0.1486
instances
Kappa statistics 0.4997 0.4935 0.5754 0.585
Mean absolute error 0.1731 0.1802 0.2013 0.1983
Root mean squared 0.3708 0.3815 0.325 0.3297
error
Relative absolute error  0.4679 0.4792 0.5441 0.5274

country. The modified data set in step 1 is applied
with k-anonymization and final modified data set 1s
obtained. The classification algorithms Naive Bayes and
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NB J18
Correctly Tncorrectly Correctly Tncorrectly
classified classitied classified classified
Variables instances instances instances instances
Original dataset  0.8359 0.1640 0.8524 0.1475
Preprocessed 0.8302 0.1697 0.8533 0.1466
data set
After applying 0.8347 0.1652 0.8557 0.1442
geometric
data perturbation
After applying 0.8269 0.1730 0.8513 0.1486
k-anonymization
——NB
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Fig. 5: The accuracy of classification after applied
with different kinds of data perturbation
techniques like geome tric data perturbation and
k-anonymization

J48 are applied on final modified dataset. The results
obtained after k-anonymization with k = 3 are shown
below. The classifier accuracy can be represented using
a graph as shown below for differently perturbed datasets
of original adult data set.

Figure 5 depicts the accuracy of classification
applied with  different kinds of data
perturbation techniques like geometric data perturbation

after
and k-anonymization.
CONCLUSION

In this study, we proposed an effective hybnd
perspective for preserving privacy during data mining.
We applied geometric data perturbation technique
for numerical data and for categorical data one of
k-anonymization technique, specifically, generalization
method applied. It 1s shown that even after
applying privacy preserving methods, the data mining
results do not vary much. In future, a different

18

k-anonymization techmque can be applied for better
accuracy.
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