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Abstract: The grew of technological developments has made a lot of changes, adjustments and improvements
mn many areas included the field of computer science. Internet as one of the icons of the technological
enhancement give mmpacts on the amount of data resulted by the intemet services. Natural Language
Processing (NLP) as one of the computer science and linguistics studies also grown in the presence of such
changes. The development of machine translation also triggered by increasing number of the internet usage.
Even not as machine translation progress but development of transliteration machines are also affected by
mternet. The amount of existing data will necessarily require fast processing but with accurate results. The
presence of technology and the development of computer science can help data processing such make big data
into smart data. Research on NLP field is still very wide open in the field of literacy, for example, especially, for
countries having their own script. The integration of electronic sensors with the use of natural language will
be easier for users to communicate with the machine are also big opportumties for research.
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INTRODUCTION

The current technological developments grew
extremely fast and made a lot of changes, adjustments and
improvements in many areas included the field of
Computer Science. Until now, technological development
still follow Moore’s Law, simply said the technology is
growing exponentially at a more affordable price. One
example of these progresses 1s the greater capacity of data
storage media (hardisk) for personal need indicated by the
use of terabyte unit. The other example is the number of
cores 1n a processor used in laptops and personal
computers that are more and more increasing in number
and speed. We can easily find the other soplisticated
technologies with affordable prices.

The users of the internet as one icon of technology
development are increasing in number and more rapidly
mcreasing in the future. Nowadays, when we meet the
users of mobile smart phone, their devices are very likely
provided with internet connections. One statistics site
reported that the users of internet in 2016 were estimated
about 3.5 billions of people (http://www.internetlivestats.
com/internet-users/, accessed Aug 26, 2016). The number
of internet users are so large it would have a multiplier
effect in many ways. Some of the impacts that we

can already experience at this time is a change
1n social mteraction, cultural, buying and selling and so
forth.

In computer science, one of crucial effects 15 the huge
size of data resulted from the services existing in the
internet. Such huge size of data 1s recently often termed as
the bigdata. The term bigdata is generally used to refer the
huge set of data in number, type as well as in rate of
increase (Chen et al., 2014). The term bigdata firstly came
up on 1998 1in a slide of presentation and title of book but
noted in a study in year of 2000 (Fan and Bifet, 2013).

NLP (Natural Language Processing) also grown m the
presence of such changes. NLP is one of the computer
science and linguistics that studies about the mnteraction
between computer and human natural language (Kumar,
2011). Natural language 1s a language that we use
everyday which are growing and evolving to meet the
needs of human communication. Natural language 1s not
designed as a language to be used in the process of
computing, so, it does not concern to the possible trouble
that might arise in the processing. As the result, natural
language processing 1s more difficult than artificial
languages. The main characteristics that make difficulty
for natural language processing are (Utami and Hartati,
2007a, b):
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Fig. 1: History phases of NLP

*  Ambiguities often appear in natural language

¢ The huge number of vocabulary in natural language
that continuously developing from time to time
language is very large and the expand from time
to time

The development of NLP itself 1s a long time lustory,
starting from the end of 1940°s and generally can be
grouped into 4 phases (Fig. 1). The first phase (from the
end of 1940°s to the end of 1960°s) was focused on
Translation Machine (MT), the second phase (from the
end of 1960 an to the end of 1970°s) was furmshed with
Artificial Intelligence (AI) with a great emphasis on
knowledge and its role in semantic oriented development
and manipulation, the third phase (from the end of 1970°s
to the end of 1980°s) focused on computational grammar,
and third phase (starting from 1990°s) focused on the
lexical and corpus studies (Jones, 1994).

NLP in each four phases have been progressing
rapidly in lne with the technological advances that
occurred. One factor that has a major influence is amount
of output data from the power of the internet as T have
mentioned earlier. Nowadays, NLP is no longer just
dealing with formal speech or writing as in the official
documents, news, journals, speeches, conversations and
other traditional commumnication. NLP now have to deal
with new forms of communication, especially in the era of
social media is much more diverse.

Social media such as Facebook, Twitter, Path, Line,
and many others constitute software that can be used for
communication recently. Such social media including their
types of data such as text, graphics and sounds give
contribution in creating bigdata. Researches in NLP in
terms of text in social media constitute a new field that
needs to adapt the existing traditional NLP methods in
such a way that it can adjust to these types of text
or even creating new methods more suitable in order to

be able to extract the whole information or others
(Farzindar and Tnkpen, 2015).

MATERIALS AND METHODS

Machine translator: In computer sciences, translation
machine constitutes one part of lingustics computation

Phase 4
1990 lexicon and corpus

having pomts of study related to the problem of
translating one language into another from both text and
oral sources. The implementation of technology in the
written and oral language communication has many
differences. The oral language system to the larger
extent, deals with speech recognition, development of
text-to-speech synthesis system, dialogue modeling and
so on whereas written language system to the greater
extent, deals with written symbol processing. These
written symbols were then modeled by Chomsky (1956) to
represent a language. Several studies, conducted by the
researcher has been linked with the discussion of a
written language like this, namely the manufacture of
machine-readable code (Utami and Hartati, 2008), the
examination of writing (Utami et al., 2009), splitting string
Latin (Utami et al., 2009), grammar checking (Utami and
Hartati, 2007a, b), transliteration machine (Utami et ai.,
2014), non-verbal conversation machine (Utami and
Hartati, 2007a, b) and machine translation (Utami and
Hartati, 2007a, b).

The recent translation machines have shown some
progression and have played some significant roles in
providing supports in many fields. Computer history
notes that the translation machine development has also
been mnfluenced by politics and economics fields of study,
especially in terms of selecting the languages beng
translated. United States (US) for example, started to
concentrate to use machines to translate Russian
language into English in 1950°s because during that era,
US government had paid serious attention to the
science and technology development in Soviet Union
(Hutchins, 1982). Georgetown Urniversity in 1952 with the
help of the United States government began the
development of a machine translator to do the translation
into English of the Russian language, called the
Georgetown Automatic Translation (GAT) (Slocum,
1985). The history of modern translation machine has
started from this development of the translaton
machine.

The quality of translation output by the translation
machine where the semantic meaning in the target
language 1s concurrent with the original meamng in the
source language, constitutes the main objective of utmost
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Fig. 2: Translation methods

unportance. Many factors mfluence a translation result
with good accuracy, one of which i1s the method that
used to perform the translation process. In general,
the methods used in translation machines can be
grouped into 2 models, namely rule-based method and
corpus-based method (Fig. 2).

Furthermore, the rule-based method can be broken
down into 3 models, namely literal translation,
interlingua-based and transfer-based models while the
corpus-based method can be broken down into 2 models,
namely statistics-based and case-based models (L1, 201 3).
Research example about machine translation of English
mto Indonesian that use rule-based methods 15 done by
Utarmi and Hartati (2007a, b) while the statistical methods
15 done by Adji ef al. (2011), Manurung and Tanuwijaya
(2012).

The increasing number of the internet usage is also,
a factor that triggers the development and changes in
machine translation. The easy of doing translation, the
greater number of languages easily to be translated and
capability of automatic translation from meny types of
documents are some examples of the changes. The
phenomenal use of internet has changed many things
related to the development of translation machine that
has been unprecedented before. The development of
translation machine which has affordable price and can be
accessed on-line has made translation machine into a
product that can be used daily by means of personal
computer (Vasconcellos and Miller, 1996).

Big companies involved in internet business have
captured these changes as opportunities and started to
compete m developing translation machines by adjusting
to the prevailing conditions such as through the changes
in methods being used. For example, Alta Vista, one of
internet search engines of early generation has started to
develop an internet network-based translation machine. Tn
cooperation with SYSTRAN Software, Alta Vista has
developed translation machine babel fish in 1997 and for
the first time offered concept of on-line translation for
free (Yang and Lange, 1998). SYSTRAN itself is a
translation machine using rule based method and is
considered as the pioneer in developing modern
translation machine.

Yahoo that has taken over Alta Vista including Babel
Fish within in 2003, started to make changes in methods

being used in translation machine i 2012. The
statistics-based translation machine developed by
Microsoft, i.e., Bing Translator (https://www.bing.com/
translator) was adopted to replace the existing translation
machine. Similarly, Google with Google Translate (GT)
(https://translate.google.com) which up to 2016 has been
able to translate 103 languages alse make adjustments
to the method used m the machine translator (https://
translate.googleblog. com/201 6/04/ten-years-of-google-
translate htm1).

In addition to using SYSTRAN system in the early
development of translation machine, Google has also
adopted the concept of on-line and free translation. In
2006, Google started to develop its own statistics-based
translation machie to replace the SYSTRAN-based
system (https://research.googleblog. com/2006/04/
statistical-machine-translation-live html). In 2013 a
machine translator developed by Google has been used
by about 200 million users per day (http://www.cnet.com/
news/google-translate-now-serves-200-millionpeople-
daily/). In addition to those developed by search engines,
some other translation machines that can be found on-line
and free of charge are among other Wordlingo, SDL free
translation and ProMT.

A translation system that is able to transform one
natural language into other natural language as the target
language in both text and oral forms will of course give
some contribution in various fields. Translating texts from
the source language into target language will follow some
processes conducted by lexical analysis (scanner), syntax
analysis (parser), semantic analysis (translator) and
pragmatic analysis (evaluator) before gaimng the final
outputs in the forms of texts in target language. Lexical
analysis is to examine the textual forms and to group them
into lists of token which are then forwarded to the next
processes done by syntax analysis (UJtami and Hartati,
2007a, b).

Syntax analysis 1s to trace the tokens for comparison
to the available lists of token and then adjusted or
matched to the existing grammatical rules. The process of
syntax analysis is to analyze sentence syntactical
structures by taking grammatical context into account.
The next process s done when the grammatical rules are
fulfilled. The next process is semantic analysis to depict
the meamng of the texts. The process of semantic analysis
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make use of knowledge on semantic meaning and
linguistics structure such as the roles of noun or
transitive verbs. This process is to test the semantic
consistency as well. The output of semantic analysis will
be forwarded to pragmatic analysis to display the
translation output taking form of target language texts
(Utarmi and Hartati, 2007a, b).

Interms of translation machine, the problem of doing
parsing is a very crucial issue. When there are many
grammatical rules, then the parsing process takes a lot of
time. Time saving can be done by using main grammatical
rules and assisted by other methods such as using
statistics to give a rapid translation output. On the other
hand, this may result in sentence output of translation
machine unfitting with the true meamng.

In addition to semantic
(meaning) issues from one language to another, the

Transliteration machine:

differences m alphabetic scripts or symbols used by
source and target languages of translation process may
result in distinctive problems. The process of alphabetic
adjustment shall be done mn order to solve this problem,
and this process is called as transliteration. Transliteration
15 defened in the terminological dictionary of philology
(1977) as the replacement of alphabetic script one by one
from onealphabet to another without considering the
phonetic sound of the alphabetic symbol or called as
alphabetic conversion.

The transliteration is a systematic methods to
convert (transform) character of a font or speech sound
(phonetic sound) mto additional fonts (Arms, 2000).
Haizhou et al (2004) described that
transliteration 1s a process that uses language source

Similarly,

code as 1nput and generates code the target language as
output.

The transliteration has been used in a translation
machine system, since, the very beginning of translation
machine development (Deselaers et al, 2009). The
research by Kmght and Graehl (1997) with the aim to
transliterate Latin text of proper names and terms in
English to Japanese characters (Katakana) use
statistical-based methods, this study is an early study
transliteration machine problems (Deselaers ef al., 2009).
There are many methods 1n literatures that can be used to
do the transliteration process from rules-based model to
statistics based model (Kumaran and Kellner, 2007).
Transliteration models can be categorized into three
models graphme based where transliteration 13 done
without pay attention to the pronounciation of the
language that used in part or whole documents that will

be transliterated phoneme based where transliteration is
done by paying attention to the pronounciation of
the language used m part or whole documents to be
transliterated combination of both.

Recently, the development of transliteration machine
has not been as fast as that of translation machine most
likely because the use of transliteration machine 1s not as
much as that of translation machme. Transliteration
process itself has it own complexity that shall be resolved
requiring the knowledge on the target alphabet having the
alphabetic scripts different from the source alphabet.
Other 1ssues potentially existing during the transliteration
processes are dependent upon the natural language texts
being used, among other: hyphenation, punctuation rules,
capital rules, compound words, diacritics and special
scripts (Lagally, 2004).

Transliteration of Latin mto Javanese alphabets, for
example, requires two main processes, namely, checking
and breaking down Latin strings hyphenation patterns of
other Latin strings as well as the conversion of the Latin
string hyphenation patterns  into certain Javanese
alphabetic characters (Utami and Hartati, 200R). Javanese
alphabetic characters or scripts have their own
uniqueness making the transliteration process not that
simple. One example is the scripting of consonant in a
word will be different when it is written in two words or
phrases: an example 15 the word “tempe’, letter “t” at the or
character °t” at the initial position will be different from
that n word "tumbas tempe’ (Utami and Hartati, 2008).
There are other problems making the transliteration
process from Latin alphabet mto Javanese characters
more complicated, among other, not all Javanese
characters are written to the right direction but some of
them are added in front or at the top or below other
characters, according to it syntax and scripting rules.

JawaTEX (http://www jawatex.org) constitutes a
contribution by the to the field of
transliteration machine. JawaTEX has a main function of

researcher

mapping the Latin characters to Javanese characters. This
transliteration machine is built using three methods.
The context free recursive sescent parser to conduct
parsing in order to produce the hyphenation patterns of
Latin strings that have been made (177 models of Latin
string hyphenation patterns) to make the mapping
processes into Javanese characters easy that have been
adjusted to the syntax and scripting rules of Javanese
alphabet where the Latin string hyphenation is to
accommoedate spatial solving to avoid the problem of
ambiguities, considering that JTavanese alphabet do not
accommodate spatial placement to hyphenate words
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because the Javanese alphabet do not adopt spatial rules;
rule-based model to hyphenate TLatin strings pattern
matching to structurally map the Latin string hyphenation
pattemns into the JawaTEX format in order to obtain the
relevant syntax and scripting patterns of Tavanese
alphabet/characters.

Several other studies that related to machine
transliteration 1s Wan and Verspoor (1998) who examined
the text transliteration Latin name in English to a Chinese
character (Al-Onaizan and Knight, 2002) who examine the
names 1n Arabic script transliteration Latin text mto
English using fimte state machines, Abdullaleel and
Larkey (2003) who studied Latin text transliteration
English to Arabic script-based statistics, Oh and Choi
(2002) who studied text transliteration in English to the
Korean alphabet and Kumaran and Kellner (2007) who
studied manufacture generic framework transliteration
machine.

Google also has made the project of making machines
for transliteration (https://www.google.com/transliterate)
but it was discontinued in 2011 and was replaced with
software building-up project called Google input. This
software function as a virtual keyboard to write different
forms of characters that can be used online (https: /fwww.
google.com/inputtools/try) and offline by downloading
the application. Beside being a keyboard, this
software complete with the ability to transliterate. The
transliteration process carried out by Latin text entered by
the user and then Google will provide an alternative script
of the expected language based on knowledge of its
character dictionary. Then, users are expected to choose
a character goal well, it shows that knowledge of script
purpose is required to perform the transliteration method.
The number of characters mn the list Google Software as
many as 118 but not all can be used including Javanese
alphabet.

RESULTS AND DISCUSSION

Smart data: Data generated by internet media 1s
enormous, one of which 1s data in text form. The amount
of existing data will necessarily requires rapid processing
but with accurate results. The presence of technology
and the development of computer science can help
transforming bigdata into data that having more valuable
and usable such as to support a decision system. A
process of adding more value mto data usually called
smart data.

Smart data is a process of conducting the data
collection from various sources including bigdata then it
1s assoclated and analyzed to be used as bait in the next
process or decision making (lafrate, 2015). Vettor ef al.

(2014) formulates smart data as a function of I(G, Da,
Db, ...,)=Dmix with Dmix as a set of obtained smart data
from the function I where G is a semantic graph of the data
manipulate while Da, Db 1s a semantic data transformation
extracted from the data source.

Data quality is influenced by many factors, there are
16 dimensions to assessment of data quality, one
of them 1s free from error (Pipino et ai., 2002). Data error
can be caused by miss type, format or other that
can lead miss information or decision. The quality of the
inputted data 18 one factor mfluencing over all data
quality.

For example, when we do searching using the Google
search engine and we make mistake of spelling words or
sentence we are going to search through Google search,
then we are gomg to be offered with some nput
alternatives we likely intend to input. Through such
suggested input revision, Google intends to obtain the
most fitted and qualified data input to be used as feeder
for next process for producing the best output of
searching (Fig. 3).

Similarly, these also prevail in data used in a NLP
processing. Before the data being processed in NLP, the
data need to be cleansed, corrected and revised.
Cleansing, correction and revision of the data are often
called as a preprocessing step expected to obtain the most
qualified input.

A method 1s also used to check the mnput data when
the data are going to be stored in a Data Base
Management System (DBMS). For example, ina Relational
DBMS, validation of data being stored can be filtered by
means of applying constramnts. Applying the constraints
can be done at a table level in such a way that it can be
separated from the application being used to access the
data. Applying the constraints in a table within a
relational DBMS keeps the data valid because the data
not fitted with the criteria are rejected (Utami, 201 4). The
wellstored and highly integrated data are a robust
foundation for accurate and precise decision making
{(Utami and Raharjo, 2014).

Nevertheless, relational DBMS developers shall pay
specificant attention to recent big data, considering that
not all the data are well-structured, some of them are
semi-structured 1n nature and even not structured at all.
Traditional relation DBMS will not be able to handle the
volume and heterogeneity of such a big size of data
(Chen et al, 2014). The development of such data
today requires much adjustments in both storing
and processing. Method adjustment or new method
breakthrough is now wgently needed to keep pace with
the existing data expansion and development One

istance 18 textual data growth resulted from the
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communication media in the early massive use of mobile
phone, the communication through Short Message
Service (SMS) 1s still used with its all limitation. The
limited length of text being sent through SMS
creates a distinctive linguistic “culture”, namely SMS
communication language full of abbreviation in order to
fulfill the text length quota. Keeping pace with this
demanding requirement, there exist some internet-based
communication media or often called as Multimedia
Internet Messaging Services (MIMs) such as Whats App,
BlackBerry Messenger, Line, Twitter and so on. These
changes mn text communication media can be used as a
research topics as that conducted by Church and Oliveira
(2013) which investigated the differences of perception
and purpose on using SMS and WhatsApp with mterview
and survey method.

Several other studies relating to Whats App in recent
years grow larger with various topics from variety fields.
The study by Johnston et ol (2015a, b) in field of
medicine who evaluated the use of commumnication
method from WhatsApp in emergency surgical team.
Research from another study was conducted by
Mahapatra et al. (2016) studying the use of MIMs such
as WhatsApp to be integrated into Learning Management
Systern (LMS). The discipline of computer security has
also been keeping pace with the development as the
research focusing on forensic analysis of WhatsApp in
Android conducted by Anglano (2014).

Other researches related to MIMs m NLP field of
study with the objective to find the extracted information
to obtain data as smart data have also been carried out.
One example 1s the use of data from Twitter to map critical
areas affected by natural disaster (Middleton ef af., 2014).
The data taken from Twitter during the critical conditions
can be used as the resources for decision making
(Imran et al., 2015).

Bing Translator - Mozilla Firefox

<> Indonesian =0

< P b @

In addition to text processing for gaining the
extracted information, there is also an effort to enable text
data to provide sufficient mformation to be used as smart
data. Adding information into a data or often referred as
annotation is one of the efforts that can be done. In the
text data annotations can provide additional explanation,
so, text messages can be delivered more clearly. Giving
annotations on the Twitter data relating to the state of
crisis is believe will provide benefits, particularly the
improvement in NLP automatically on messages related to
a crisis situation (Imran ef al., 2015).

Amotation adding mto textual data has also
currently been carried out at the state level, namely by
collecting the textual data of certain countries language
then added with additional information within the textual
data. This kind of textual data set is often called as
national corpus and there are some countries having
established their national corpus such as Czechoslovakia,
Hungary, Russia, Greek, Germany, Slovakia, Poland,
China, Korea, Japan and some other countries (Xiao,
2007). Indonesia has started to plan the national corpus
development but there are
publication on this. Selecting textual source storage
method using a database system has many advantages
and can be taken into account for developing Indonesian
corpus.

Annotation adding can also be applied to other than
textual data such us pictorial data such as in research who
did the annotations based on metadata for sumplify the
classification and research by Glavatskih ef al. (2015) who
did the annotation to the voice corpus for sound
recognition. Recently, there are some picture search
engines such as Google images, TmEye or Pinterest that
have been able to do searching using pictures or images
as the feeders (input). This kind of picture searching
15 often called as reverse unage search using the

not much scientific
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Content-Based Tmage Retrieval (CBIR) method where the
annotation into images or pictures can be used as one
of methods in the process.

The presence of smart data in various forms of media
is of course, very beneficial, especially in the decision
making process. One of the benefits is the availability of
image searching machine that can do searching using
several imagery data as the input or feeder in order to
trace information originality of the images often shared
through social media.

CONCLUSION

Researches on NLP discipline are still widely open,
for example, the discipline related to alphabet, not every
country in the world has her own distinctive alphabet,
Indonesia is one of the countries that has many
alphabets. The existences of Javanese, Balinese,
Sundanese, Batak alphabets and many other, provide a
great opportunity for further researches, especially,
related to NLP.

The technological development has also created
many innovation and breakthrough related to NLP that
provides the opportunity for further studies. For example,
utilizing technology and NLP can be applied to give
assistance for people with visual disorder that can be
aided with speech to text and text to speech program for
internet communication such as email writing, sending,
and reading (Wan and Verspoor, 1998).

The intention of many cities and regencies in
Indonesia to adopt the smart city/smart regency model
provides some opportunity for further researches related
to NLP. Integrating electronic sensors, data video
(closed circuit television), global positioning system and
natural language uses will make user communication with
machine easier. For example, a question “whether the
crossroad at the Jalan Kaliurang Ringroad is jammed or
not” can be asked to the smart traffic management system
for having information about traffic jam.
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