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Abstract: In this study, an Ant Colony Optimization (ACO) algorithm is presented to address the Competitive
Traveling Salesman Problem (CTSP). In CTSP there are a number of salesmen who aim to visit a number of cities.
A salesman receives a benefit by visiting the city that has never been visited before. The overall pay off to a
salesman 15 the aggregation of benefit earned by visiting cities minus the cost of the trip (travelled distance).
The relationship between salesmen is non-cooperative as each salesman is working to increase their own
benefit by visiting the largest possible number of unvisited cities. As 1t 1s difficult to find an optimal solution
for CTSP an ACO algorithm is proposed. Inspired by the idea of real ant colony in which ants leave pheromone
trails when looking for food in order to guide other ants to the target (food). To determine the number of ants
a number of simulations on every problem is conducted. We find that 5 ants for 20 city CTSP and 125 ants for
300 city CTSP are good choices because they lead to high quality solutions. In this approach, all the cities are
available for all salesmen at all the times. Each salesman will only choose its next city (according to his strategy)
from the list of available cities to visit. Tests are carried out to measure the performance of the proposed
algorithm and the obtained results suggest that ACO is a promising method for CTSP, since, it provide high
quality solutions.

Key words: Travelling salesmen problem, competitive travelling salesmen problem, ant colony optimization,
meta-heuristic, performance, simulations

INTRODUCTION

The Travelling Salesman Problem (TSP) 1s probably
the most well-known combinatoerial optimization problem
(Adewole et al., 2012; Ram and Kumar, 2014). TSP is
NP-hard, meaning that there is no known polynomial time
algorithm that can return the optimal solution to any given
instance. TSP is a generalized version of a Hamiltonian
cycle where each node 1s visited exactly once (Shaikh and
Panchal, 2012). In TSP, vertices on a graph represent
cities, edges represent the path between cities and the
value of an edge represents the distance between cities.
The salesmen start from a city and must visit all cities
once only and retumn to the first city with minimized cost
(Frroozkooh, 2011; Taba, 2009). TSP emerged from Euler’s
studies “Studied the Knight’s tour Problem™ in 1766. In
1950, Dantzig, Fulkerson and Jolmson found a method for
solving TSP (Matai et al, 2010). They proved the
effectiveness of their method by solving a 49 city
instance. However, it became evident as early as the mid
1960°s that the general mstance of the TSP could not be

solved m polynomial time using linear programming.
Finally these categories of problems became known as
NP-hard. Great progress was made mn the late 1970°s and
1980°s when Grotschen, Padberg, Rinaldi and others
managed to solve instances with up to 2392 cities, using
cutting planes and branch-and bound (Matai et al., 2010;
Demez, 2013). There are maeny variants of the TSP,
including symmetric TSP asymmetric TSP, multiple TSP,
competitive TSP and many others. The Competitive
Travelling Salesmen Problem (CTSP) differs from the
traditional TSP in that there 13 a competitive element
between salesmen in visiting the cities. A salesman who
1s the first to visit a city will receive a payoff. All salesmen
have to pay the costs of the journey (distance) whether
they receive the benefit from being the first salesman to
visit that city or not. The goal of each salesman is to visit
as many cities as possible at the lowest cost. CTSP 15 a
NP-hard problem where all salesmen have to take the
strategy of other salesmen mto consideration when
planning their tours because of the conflict of interests
(Kendall and L1, 2013; L1 and Kendall, 201 5).
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A real world example of CTSP is travelling circu’s
teams. Circuses travel from one city to another. When
planming a trip, a circus has to take into account the
distance traveled for the trip. Bach circus also has to pay
attention to the other team’s paths to avoid the cities that
have recently been visited by another circus. It 1s clearly
a loss for the circus team if the cost of travelling 1s greater
than the profit gained by visiting a city (Kendall and L4,
2013).

A CTSP is a complex non-cooperative problem where
non-cooperation means that every salesman tries to
increase their profit by trying to travel to the largest
possible number of cities that have not been visited
before. It is possible to calculate the Nash equilibrium on
small instance of the CTSP but it 1s difficult to calculate
the Nash equilibrium when the number of cities 15 large.
Even if given all the routes for every salesman 1t 1s still an
NP-hard problem. There i1s no known algorithm that
computes optimal solutions for any given mstance of an
NP-Hard problem. CTSP is a dynamic problem that
requires the salesman to plan the sequence if cities he/she
will visit, taking into account the cost to visit, the payoff
of visiting and the plans of the other salesman. These
factors increase the complexity of the problem
(Kendall and L1, 2013).

In this study, an ant colony optimization 1s presented
to address the CTSP. Equilibrium analysis and other
approaches that have been used for TSP are not suitable
for CTSP. Ant colony optinization i1s a metaheuristic
where artificial ants collaborate with each other to find
reasonable solutions for the artificial ants, this group of
artificial ants communicate with each other through the
environment indirectly via. stigmergy. Good solutions are
the result of collaboration feature between the artificial
ants (Alp, 2004). The first ant colony optimization
algorithm called ant system was proposed in the early
nineties (Colorni et al., 1991).

Ant system, it has been providing many of the
suggestions that are often different in the way of
updating pheromone. In addition there are several
additions suggested that differ from the ant system.
Some of these variants are Elitist Ant System (EAS),
Rank-Based AS, MAX-MIN AS, Best-worst AS and Ant
Colony System (ACS).

Literature review: Colorni et al. (1991) proposed the first
ant algorithm named Ant System (AS). It is a multi-agent
approach, a category of distributed algorithms for
combinatorial optimization. Like other ant type heuristics,
the main characteristics of this heuristic was simulating or
umitating the behaviour of a group of ants. These ants

research cooperatively by using simple communication
between them to solve an optimization problem. The first
using of AS was solving the TSP. Despite encouraging
initial results as could not compete with state-of-the-art
algorithms for the TSP. Nevertheless, it had the important
role of stimulating further research both on algorithmic
which obtan much better computational
performance and on applications to a large variety of
different problems. Dorigo et al. (1991) described
their methodology as a combination of distributed

variants

computation, positive feedback and constructive greedy
heuristic. They applied their methodology to the classical
TSP and the proposed system quickly provides very good
solutions. Colomi et al. (1992) declared that this new
approach can be used to solve any Combinatorial
Optimization Problem (COP). They also state that a proper
representation must be found as given below. The
problem (a graph representation which 1s suitable for a
search by many simple agents, the autocatalytic process,
the heuristic rule that acts as a greedy force and allows a
constructive definition of the sclution, the constraint
satisfaction method or tabu list. They apply AS to wide
range of problems such as Satisfiability (SAT), Quadratic
Assignment (QAP) and Tob-Shop Scheduling (TSP) by
using representation rules.

Brezma and Cickova (2011) studied a possibility of
solving the TSP which ranges among NP-hard problems
and offer a theoretical overview of some methods used for
solving this problem. They discussed the Ant Colony
Optimization (ACO) which belongs to the group of
evolutionary techniques and presents the approach used
in the application of ACO to the TSP. They studied the
impact of some control parameters by implementing this
algorithm. They compared the quality of solution with the
optimal solution. Their experiments showed that the
quality of solutions depends on the number of ants. The
great advantage over the use of exact methods is that
ACO algorithm provides relatively good results by a
comparatively low number of iterations and is therefore,
able to find an acceptable solution in a comparatively
short time, so, it is useable for solving problems occurring
impractical applications.

Fekete et al. (2004) introduced the Competing
Salesmen Problem (CSP), a new variant of the classical
traveling salesman problem. They suggested that multiple
salesmen compete against each other to visit the largest
number of cities instead of cooperating in finding the
shortest route. At any given time, all salesmen know their
opponent’s positions. A salesman wins when he visits
more cities than his competitors.
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Kendall and T.i (2013) have offered a different version
of the traveling salesman problem in which a number of
salesmen plan to visit a number of cities and the
relationship between the salesmen are non-cooperative.
The salesman gets a benefit if he visits a city that has not
been visited by other salesmen. They have to pay the
cost of traveling to a city. The goal of each salesman is to
visit the largest number of cities that have not been
visited before with minimum travel traveling distance.
Each salesman needs to predict the tours of the
competitors when planning his own tour. They suggested
a hyper-heuristic algorithm to solve this problem. The
hyper-heuristic algorithm consists of low level heuristics
each of which can be used to build a tour and a high level
heuristic which is used to choose among the low level
heuristics at every decision point. One of big advantage
the proposed system is the ability to inherit the features
of low level heuristic to find the best solution. That show
it can be developing much more efficient heuristic for
CTSP.

Mohtadi and Nogondarian (2014) presented a game
theoretic approach for solving the traveling salesman
problem in competitive situations. They used game theory
as a mathematical model to test the problems. They used
genetic and tabu search algorithms. Experimental results
show that the computational error is within a reasonable
range. The tabu search algorithm generated solutions of
better quality and less time was needed.

Li and Kendall (2015) presented a hyper-heuristic
methodology to generate adaptive strategies for games.
Based on a set of low-level heuristics (or strategies) a
hyper-heuristic game player can generate strategies which
adapt to both the behavior of the co-players and the game
dynamics. They developed hyper-heuristic game players
for three games, Iterated Prisoner’s Dilemma (IPD),
repeated Goofspiel and the Competitive Traveling
Salesmen Problem (CTSP). They applied a hyper-heuristic
for CTSP that has five low-level heuristics. Nearest
Neighbor (NN), Random Neighbor (RN), Aggressive
(AH), NN+2opt, RN+2opt. The high-level algorithm
identifies the heuristics adopted by other agents and then
selects from among its low-level heuristics. The
computational results show that a. Hyper-heuristic game
players outperform their low-level heuristics in repeated
and dynamic games. Hyper-heuristic game players
generate adaptive strategies even if the low-level
heuristics are deterministic. Simple heuristic selection
mechanisms can be adopted to construct automated game
players in different games.

MATERIALS AND METHODS

Competitive travelling salesmen problem: Suppose
that S= {1, ..., s} refers to a group of salesmen who are
competing among themselves to visit N cities. The

salesmen are selfish and they only care for their own
payoffs. Therefore, it is a non-cooperative decision
making problem. We will review the following conditions
in CTSP.

Benefit: Every city ie {1, ..., n} has a fixed value of benefit
Bi given to the first salesman to visit it and other salesmen
receive nothmng. If more than one salesman reaches
a city sinultaneously they share the profit among them
equally.

Cost: Each salesman must pay the cost of moving from
one city to another which can be calculated from the
distance traveled. Let, C; denote the cost for an agent
travelling from city 1to city J.

Payoff: Can be calculated for each salesman through
computed benefit received by the salesman in addition to
calculating the cost of the transition to each city. Suppose
that the salesman visited k cities and was able to get the
benefit of cities k; (k;<k). The payoff 1s calculated by the
following equation:

ki Ie-1
u=YB-YC G+1)-Cy
i=1 i=1

k-l is the cities that have been visited by the salesman
but was not able to get the benefit because they been
visited by at least one other salesman.

Path: The salesmen are at the first located m different
cities and they must travel from city to city. When the
salesmen started a trip they cannot change their
destinations (so, they have to define their entire route
before they move to the first city). They must retumn to
their departure city to complete their travel.

Speed of travel: For each salesman there is a constant
speed during the trip.

Common knowledge: There is a set of common
information available to every salesman this being the
location, the speed of travel, the path travelled and the
payoff for each salesman.

The goal for each salesman is to get the biggest
payoff. In other words, each salesman aims to get a bigger
benefit than the rest of salesman whilst at the same time
minimising their travelling costs (Kendall and Ti, 2013,
Liand Kendall, 2015).

The solution of a CTSP 1s a Nash equilibrium(s) that
denotes the state in which each agent cannot improve
their payoffs by unilaterally changing their strategies.

However, 1t 1s not tractable to find the Nash
equilibrium when the number of cities is large. The Nash
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equilibrium has an effect on the agents in choosing their
strategies only if it 1s known by all the agents mvolved. If
some agents do not know the Nash equilibrium or they
believe that some others do not know it, a Nash
equilibrium is no longer a stable solution. Because of the
difficulty in applying equilibrium analysis an ant colony
optimization 18 introduced for the CTSP.

An ant colony optimization for CTSP: The ACS differs
from the first ant system because of three main aspects:

¢+ The state transition rule provides a direct way to
balance between exploration of new edges and
exploitation of a priori and accumulated knowledge
about the problem

¢+ The global updating rule is applied only to edges
which belong to the best ant tour

+ While ants construct a solution, a
pheromone-updating rule (local updating rule for
short) is applied

local

All the cities are available for all salesmen at all the
times. Each salesman will only choose its next city from
the list of available cities to visit. The salesman who is
firstly arrived at the city will get the benefit and the rest of
salesmen are geting nothing. Therefore, the remamung
salesmen avoid moving towards the city that visited by
another salesman in order to avoid the loss.

Ant colony system for CTSP:
Initialization 1:
1. Get the dataset information (points), set No. of cities and compute
the distances between cities according to the equation:

Distance = f(y, ')’1)2 Hx, ""1)2

2. Arrange the cities in the site
3. Compute initial pheromone according to the equation:

=l
Nxdistance (i, j)
Where N: Number of cities.

4. Set the number of ants for each salesman
Solution 5:

5. Find start city for each salesman

6. Find first move for each salesman

For i =0 toNo. of 8alesmen
Find next city(s) according to equation

max le Ni‘ {'Eﬂ ['r]i] ]&} if R=q,
otherwise

P

where R is a random number in the interval [0, 1], Oz qy<1 is a parameter of
the decision rule called pseudo random proportional rule and p is the random
proportional rule defined in following equation:

R GO TG
i E‘{‘E]_'U(r,s)p(r,s)B

where k: is an ant, r: current city, s: next city, L: unvisited cites:

1
T phermone, p = prrre—

T.ocal update pheromone according to equation:

T (r, 8) = (1-p)=T = {1, s)+pT
Where:
p=01
End for
7. Find the tour for each salesman and local update pheromone
No. of Cities =No. of cities>2
While (No. of cities>0)
Tdentify which salesman begin first according to travelled
distance
Find nesxt city (s) according to equation:

1 .
maXIEN}‘{'EHI:nlj] } if R=<qq
otherwise

p

where R is a random number in the interval [0, 1], 0= qy<1 is a parameter of
the decision rle called pseudorandom proportional rile and p is the random
proportional rule defined in following equation:

i Tnsps)
EMELT (r, s) pir, s)°

I8

where k: is an ant, r: current city, s: next city, L: unvisited-cites:

1
distance’

7: phermone, p = =2

Local update pheromone according to equation:

T (1, 8) =, sHpt
Where:
p=01

No. of cities =No. of cities-1
End While
Retum to start city
Fori=1 toNo. of salesman
Tour = start city
Local update pheromone according to equation:

T (1, 8) = (l-p e, Hpt
Where:
p=01
End For
8. Global update pheromone
Update pheromone for edges that belong to best tour only
Fori=l1 to No. of salesmen
For j =1 to No. of cities for each salesman
Global update pheromone according to equation
End For
End For
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RESULTS AND DISCUSSION

An ant colony optumization algorithm 18
unplemented and tested using a 2 salesmen 20 city
CTSP and 3 salesmen 300 city CTSP. Two additional
algorithms, nearest neighbour algorithm and random
neighbour algorithm are implemented for the purposes of
COIMpPAarison.

Nearest neighbours algorithm (NR): This algorithm
examines all the cities that have not visited before and
chooses the nearest one.

Random Neighbours algorithm (RN): This algorithm will
randomly select the next city from the list of unvisited
cities.

In order to determine the best number of ants to be
used, many experiments are conducted. The results of
those experiments showed that five ants are good choice
for 20 cities CTSP and 125 ants 15 good choice for 300
cities CTSP.

We have tested the influence of different parameters
of ant colony. The experiment results show that changing
these parameters does not have sigmficant mfluence on
the performance of the algorithm. Thus, the parameters
were set to be ¢, = 0.4, p =2, P1 =P2 =01 in all the
experiments for 20-city CTSPand q,=0.4, p=4,P1 =P2=
0.1 will be used 1 all the experiments for 300-city CTSP.

In this approach, all the cities are available for all
salesmen at all the times. Each salesman will only choose
its next city (according to his strategy) from the list of
available cities to visit. The salesman who 1s firstly arrived
at the city will get the benefit from visiting this city and
the rest of salesmen are getting nothing. Therefore, the
rest of salesmen avoid moving towards the city that had
visited by another salesman in order to avoid the loss.
Three algorithms (NN, RN, ACS) will selected in order to
compare the results at which each salesman adopts all the
selected strategies. Therefore, the expected possibilities
for two salesmen 1s mne and for three salesmen 1s 27 as
shown in Table 1-4. The number of ants that used in the
implementation of the 20 cities CTSP are five ants
and for 300 cities CTSP are 125 ants. Payoff of visiting
each city could be calculated by the following equation
Payoff = Benfit-Cost. Where benefit consistently been
identified 150 for each city. In addition, the costs are equal
to the distance to move from one city to another. The
results of those experiments are shown m Table 1-4.
Results are two sets to both of these problems (20 and 300
cites CTSP) the best and the average of 1000 executions.
The number of visited cities represent the number of cities
that each salesman visited.

The results in Table 1-4 show that, the ant algorithm
excelled inmost of the cases that were in the face of other
algorithms in both cases (best and average) for all
experiments. This gives a good indication that ant
algorithm is better than NN and RN which reflects a great
success for the ant algorithm m solving the CTSP problem
inthe dynamic distribution of cities. In Table 1 and 2, ACS

Table 1: Best resultsaf 1000 executions on 20 cities CTSP with two
salesmen (parallel)

The number of

Algorithms Payoft visited cities
NN vs. NN (1395.1, 1312.79) (11,11)
NN vs. RN (1493.73, 1087.66) (12,100
NNVS ACS (1395.1, 1312.79) (11,11)
RN vs. NN (779.3,1634.28) (9,13)

RN vs. RN (1066.77, 1152.98) (11,11)
RNVS ACS (736.59, 1826.68) (8,14)
ACSVS NN (1395.1, 1312.79) (11,11)
ACS vs. RN (1662.79, 870.56) (13,9
ACS vs. ACS (1395.1, 1312.79) (11,11)

Table 2: Average results of 1000 executions on 20 cities CTSP with two
salesmen (parallel)

Algorithms Payoft

NN vs. NN (1344.9, 1339.99)
NN vs. RN (1569.43, 932.68)
NN vs. ACS (1344.9, 1339.99)
RN vs. NN (932.62, 1566.84)
RN vs. RN (1113.62, 1113.51)
RN vs. ACS (931.37, 1568.19)
ACS vs. NN (1344.9, 1339.99)
ACS vs. RN (1568.42, 932.27)
ACSvs. ACS (1344.9, 1339.99)

Table 3: Best results of 1000 executions on 300 cities CTSP with three
salesmen (parallel)

The number of

Algorithms Payoff visited cities
NN NN NN (14841.58, 14557.1, 14115.22) (103, 101, 99)
NN NN RN (14953.23, 15184.2, 9422.53) (104, 106, 93)
NN NN ACS (14472.09, 14863.5, 14192.93) (100, 103, 100)
NN RN NN (15605.61, 9419.74, 14508.57) (109, 93, 101)
NN RN RN (20417.91, 8028.12, 8072.53) (143, 80, 80)
NNRN ACS (15071.27, 10244.9, 14995.09) (105, 94, 104)
NN ACS NN (14515.26, 15037.3, 14098.55) (101, 104, 98)
NN ACS RN (15064.25, 15149.35, 9890.51) (105, 106, 92)
NN ACS ACS (14539.53, 14570.92, 14141.94) (102, 102, 99)
RN NN NN (9957.51, 15245.33, 14933.34) (93, 106, 104)
RN NNRN (8189.01, 20800.15, 7446.43) (79, 145, 79)
RN NN ACS (8628.99, 15619.97, 14815.81) (91, 108, 104)
RN RNNN (8177.95, 7690.05, 20782.61) (79, 79, 145)
RN RN RN (9926.5, 9942.15, 10326.19) (101, 101, 101)
RN RN ACS (7694.69, 8046.84, 20905.32) (80, 78, 145)
RN ACS NN (8758.15, 15995.64, 14661.32) (90, 111, 102)
RN ACSRN (7570.45, 20867.87, 7647.68) (79, 146, 78)
RN ACS ACS (8946.03, 15276.42, 15274.36) (90, 106, 107)
ACS NN NN (14289.52, 15273.58, 13843.19) (100, 106, 97)
ACS NN RN (15866.89, 14840.4, 9407.88) (110, 104, 89)
ACS NN ACS (14694.43, 14522.92, 14335.32) (102, 101, 100)
ACS RN NN (14884.28, 9217.72, 15214.88) (104, 93, 106)
ACS RN RN (19977.24, 8695.84, 8161.27) (141, 82, 80)
ACSRN ACS (15333.78, 9254.98, 14442.22) (107, 94, 102)
ACS ACS NN (14273.19, 15180.44, 14009.78) (100, 105, 98)
ACS ACSRN (14796.03, 15546.19, 9086.62) (103, 108, 92)
ACS ACS ACS (14775.94, 14348.51, 14284.86) (103, 101, 99)
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Table 4: Awverage results of 1000 executions on 300 cities CTSP with three
salesmen (parallel)

Algorithms Payoff

NN NN NN (14477.84, 14505.53, 14534.08)
NNNN RN (15123.71, 15138.03, 9244.08)
NNNN ACS (14452.79, 14471.9, 14604.94)
NN BN NN (15150.78, 9249.95, 15091.87)
NN RN RN (20716.53, 7908.76, 7890.15)
NNRNACS (15167.89, 9160.71, 15149.29)
NN ACS NN (14455.08, 14589.75, 14478.9)
NN ACS RN (15174, 15144.27, 9197.8)

NN ACS ACS (14464.36, 14523.48, 14529.4)
RN NN NN (9271.43, 15108.62, 15119.64)
RN NN RN (7924.03, 20696.76, 7904.99)
RN NN ACS (9215.46, 15163.86, 15138.51)
RN RN NN (7915.84, 7897.08, 20682.47)
RN RN RN (9858.63, 9875.84, 9839.3)

RN RN ACS (7908.71, 7909.17, 20644.64)
RN ACS NN (9209.38, 15173.44, 15115.77)
RN ACS RN (7935.02, 20625.31, 7908.84)
RN ACS ACS (9202.24, 15193.05, 15121.77)
ACE NNNN (14545.19, 14487.18, 14494.91)
ACS NN RN (15154.55, 15172.2, 9217.69)
ACS NN ACS (14514.54, 14483.84, 14522.2%)
ACS BN NN (15154.45, 9184.52, 15150.92)
ACS RN RN (20663.43, 7913.1, 7887.68)
ACSRNACS (15203.69, 9161.53, 15114.39)
ACS ACS NN (14450.26, 14549.39, 14505.35)
ACS ACSRN (15225.73, 1513747, 9134.52)
ACS ACS ACS (14515.64, 14505.04, 14475.73)

algorithm is the best in four out of five times also, NN
algorithm 15 the best in four out of five times and RN
algorithm 1s the best in one time only out of 5 times. In
Table 3 and 4, ACS algorithm is the best in 15 out
of 19 tumes, NN algorithm 1s the best on 12 out of 19 times
and RN algorithm 15 the best 1 1 time only out of 19 times.
Those results gave a lot of confidence in the ACS
algorithm as best suited to solve CTSP as there are rare
cases that the ACS algorithm 1s overtaken by the other
two algorithms.

CONCLUSION

CTSP 1s a hybridization of a decision making problem
and an optimization problem. Through the strategic
interaction among Salesmen in the selection of tours as
well as the payoff calculation, the problem can be
considered as an example of a realistic decision-making
processes. It is very difficult to find an optimal solution to
CTSP. In this study, we have proposed ant colony
algorithm to address the CTSP. Selecting the number of
ants is important as it has a significant influence on the
performance of the algorithm. An experiment to choose
the appropriate number of ants that provides the best
trade off (for-profit and time) has been conducted. We
find that five ants provide the best trade-off for the 20-city
CTSP and 125 ants are most suitable for 300-city CTSP.
We designed and implemented an ant algorithm to solve
the CTSP mn addition to other two algorithms (NN end RN)
for comparison. In the proposed approach all the cities are

available to all salesmen at all time and each salesman can
choose the next city according to his strategy. We found
that the ant algorithm generated very good results,
compared with other algorithms in a reasonable time as
the local and global update of the pheromone help ants to
avold visiting the cities that do not bring benefit.

The success of ant algorithm suggests the potential
of some other algorithms to solve the CTSP such as using
other nature inspired algorithms like bees algorithm as
well as possible applications of population algorithms
(such as genetic algorithm, tabu search algorithm, scatter
search algorithm, ete.) and others.
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