Tournal of Engineering and Applied Sciences 13 (21): 8949-8954, 2018

ISSN: 1816-949%
© Medwell Journals, 2018

Convolutional Neural Training for Robotic Control Through Hand Gestures
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Abstract: This study presents the trammng of a convolutional neural network to identify different control signals
made by hand, that allow to command a robotic mobile. Initially a database of 4000 images is established
regarding the different control signals for the manipulation of the mobile, corresponding to 10 different users
and after this the base structure of the convolutional neural network and the results of its traimng are
determined. The robotic control algorithm was validated by means of navigation tests performed by 5 different
users to those employed in the training stage where a percentage of accuracy was obtained to perform linear
paths on average of 93.2% and for non-linear paths of 79%. Training algorithms for convolutional neural
networks have not been evaluated in robotic navigation control tasks for transporting objects.
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INTRODUCTION

Robotics, since, its conception as tools to develop
heavy work has remained in constant evolution. The way
to implement and instrument robotic agents from fixed to
mobile goes hand in hand with the technological
development of sensor systems such as cameras and the
development of pattern recognition algorithms such as
neural networks.

The integration of the information of an image,
obtained by means of a camera and the discrimination of
the objects within that image, find in modern techniques
such as convolutional neural networks a means to
achieve the interaction of a robotic agent with its
surroundings.

The Convolutional Neural Networks (CNN) are part
of the so-called Deep Learning (DL) algorithms wlich
seel to emulate the human brain’s learning form based on
the multilayer concept. The state of the art n DL-based
developments cover applications in a variety of fields
such as time series data modeling (Langkvist ef al., 2014)
and prediction of pathologies caused by solar radiation
(Barrera ef al., 2015). In the character recognition part, the
free handwriting recognition applications (Walid and
Lasfer, 2014) as well as other similar patterns such as
those presented by Qi et al. (2014), Zhou et al. (2013) and
Wang et al. (2014) are highlighted including speech
recognition. By Angelova et al. (2015) DL techniques are

used to carry out the detection of pedestrians in an image,
with a view to the development of autonomous vehicles,
which can be complemented with the work presented
by Chen et al (2014), for vehicle detection from
satellite images. With respect to this type of applications
that propose a form of human-machine interaction by
Luo et al (2017) the traimng of an B8-layer deep
convolutional neural networle for vehicular recognition is
also presented, also applicable to mteraction with
pedestrians.

Tt can be observed specifically that the applications
that focus on the detection and recognition of pattermns mn
images under DL are developed through CNN's. Other
examples of specific state of the art in CNN are presented
by Zhang and Zhang (2014) where a face detection
system 1s presented for the identification of faces, taking
a base of 117 thousand faces subject to changes of pose,
expression and illumination m order to strengthen the
training of the convolutional networlke for which 15
subcategories are used in which a possible desired face
can be found. By this same way are applications of face
detection for purposes such as identifying states of
numbness m a driver (Dwivedi et al., 2014), recognition of
expressions (Song et al, 2014) and recognitions of
features of facial beauty (Gan et al., 2014).

Some previous work sets the trainmng of CNNs for the
detection of hand gestures (Tompson et aol, 2014;
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Tacobs et al., 2016, Strezoski et al., 2016) which have also
been previously tested with image processing algorithms
(Malviya and Chawla, 2017). However, there are no
applications that integrate such recognition through CNN
to control robots or human-machine mteraction
applications. In this area of development there are few
applications of CNNs where the closest one is oriented in
the estimation of the possible location of a robotic gripper
for object grasp (Wang et al., 2016).

In this resaerch the traimng of a convolutional
network for the identification of robotic commands
derived from hands signals is presented, presenting the
characteristics and results of this training where part of
the founding for this purpose 13 exposed by Zeiler and
Fergus (2014). The results of signal recognition for the
navigation of a robotic mobile in two types of path, one
linear and the other non-linear are also presented.

MATERIALS AND METHODS

CNN training: A convolutional neural network seeks to
set a group of convolution filters which are trained by a
training image database and the general structure of the
network., Said structure 13 composed of a series of
consecutive layers of convolution relu-pooling or
variations there of in a characteristic extraction stage and
followed by another classification. Filters make up a group
of feature maps where each map 1s obtamed by repeated
application of the filter function across sub-regions of the
entire mput image, according to Eq. 1:
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For the case of the identification of control signals in
this resarch, we opt for the training of a convoelutional
neural networl whose graphic structure is represented in
Fig. 1. The conventional techniques of image processing
require different stages to achieve the segmentation of the
hand m an image, once obtaned this segmentation it 1s
necessary to use some technique of pattern recognition.
Training through the convelutional neural network covers
each of these aspects.

The neuronal structure presented has a convolution
mnput for color images, 1.e., three-dimensional with a
known Height (H) and Width (W) and equal to 64 pixels.
The training hyperparameters to set the architecture
of the convolutional neural network are: Stride (S) or
displacement of the filter to the input volume. Padding (P)
or lateral filling with zeros, the size of the Filters set (F),
which according to the stride ends in W,

In this way, the result of the convelution enters a
layer called RELU (rectified linear unit) which is an
activation function layer. The output volume dimensions
of the n-layer of the convolution to the RELU are
calculated by Eq. 2:
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The pooling layer operates independently from the
convolution layer and progressively reduces the size of
the layers by means of the maximum or average methods,
for this case the maximum method 15 used which 1s
established by Eq. 3 where h; determines the new map of
characteristics of this stage, based on the previous one
and its own value of stride:

b (x,y) = maxX € N(x),7 € N(y)h' (X, 5) (3)

As an object of recognition, a series of hand signals
are established which can be seen in Fig. 2. The ten
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Fig. 1: Layered structure of the CNN used
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Fig. 2: a-)) Hand gestures to discriminate throug CNN

| Input 64x64x3 l
LIConvolution (ReLU)'—}[

Convolution (ReLU)
i Fully-connected

(ReLU)
Fully-connected

Cross channel
normalization

Dropout

Fig. 3: CNN architecture used

gestures associated with the movements to be used in the
robotic agent are: forward, bacloward, stop, up and down,
from left to right at the bottom of the figure. For each case,
which are observed in that order from left to right in the
upper part of the figure and the gestures of the right and
left movements, open, close and rotate gripper in order the
database consisted of 400 photos per movement with 10
different users for a total of 4000 mmages with a size of
640=480 pixels of which half was used for tramning and the
other half for validation.

The network traiming 1s established in function of the
uniformity in the size of each image of the database used
for the traiming and for validation, so they are rescaled to
a scale of 64=64 (H=W) pixels from the original image in
order to balance the number of samples and the size of
each which directly affects the architecture of the
convolutional network and processing times. For this
mmage size, 20 convolution filters are used in the imtial or

Accuracy (%)
o8 88883888
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0 100 200

Fig. 4: Tramming response for calculation of epochs

Fig. 5: Learned convolution filter of the first layer

input stage with a size of 4x4 (F = 4) each in conjunction
with the previously mentioned hyperparameters set
P=25-1.

Figure 3 illustrates the architecture of the
convolutional neural networl used which is appreciated
1s of deep type.

Training results: In Fig. 4, it 1s possible to observe the
performance of the network where in the range of
250-700 epochs a sunilar behavior 1s <95%, choosing 643
as the number of training epochs of the network hence to
the 100% accuracy stability in the response. In Fig. 5, one
of the learned convolution filters of the first layer is
shown.

The result of the prediction of each gesture indicated
by the hand which n turn is representative of a control
command of a robotic mobile is tabulated in the confusion
matrix shown in Fig. 6. The final average result shows a
71% effectiveness of the network where the signals with
the highest degree of accuracy are the up (4) and the right
(6) with 95% denoted in bold while the lower ones
are the back (2) and close gripper (9) with 40 and 55%,
respectively.
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Fig. 6: Final confusion matrix
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The result of the prediction in a real test environment of
each gesture is illustrated in Fig.7. Tt is possible to
appreciate the clear recognition of each of the signals, so
that, the recognition rate 1s higher than 96% in the worst
case which corresponds to the down gesture (5), 1e., a
particular case is presented under a controlled
environment in which the trained network operates
satisfactorily, despite the fact that the average result can
be considered low.

RESULTS AND DISCUSSION

To validate the functionality of the control signals set
by the hand, a robotic mobile of 4 degrees of freedom is
used which is seen in Fig. 8, so that, it is able to reproduce
the movements associated to the database of the traming
images. The traimng of the convolutional neural network
is performed from MATLAB® where a webcam capture
interface is used to get the user’s hand, then the image is
submuitted to the tramned network for recogmtion of the
action signal.

Once the command signal type is acknowledged, the
associated decimal mumber (from 1-10) is sent to a serial
port of the computer to which it 1s commected an Arduino
Uno microcontroller card that transmits said value by
means of radiofrequency using an XBee pro series 2
device.

The robotic mobile acquires the signal by this same
route and according to the received value the DC motors
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Fig. 8: Robotic mobile

Table 1: Robotic control results

Input signal Number trials Success Fail
Forwards 25 22 3
Stop 25 19 6
Up 25 21 4
Left 25 23 2
Right 25 24 1
Open gripper 25 17 8
Close gripper 25 15 10
Table 2: Results confilsion matrix

Classification Open gripper Close gripper
True positive a1 84
False positive 8 16
Table 3: Results of robotic mobile paths

Paths/user 1 2 3 4 5

1

Time (sec) 56 49 59 55 52
Accuracy (%) 95 93 94 90 94
2

Time (sec) 97 91 85 95 112
Accuracy (%6) 78 77 81 76 83

of displacement and rotation of the mobile operate or
generates the respective signals to manipulate the
servomotors of location and action of the gripper.

Table 1 illustrates the results obtained in the
evaluation of the final network trained on the action of the
mobile. A base of 25 snaps was taken for each command
signal to the robot where the mumber of times each signal
was executed correctly and those not.

It can be seen that the highest values at the exit of
the network correspond to the actions of forward, stop,
right turn and left turn. When analyzing the hand gestures
associated with these actions, it can be seen that they
have the most discriminating characteristics, for example,
for the case of opening and closing clamp the frontal
similarity of the action generates confusion mn the
detection by the network. Observed this fact, a temporal
identification relation 1s set, 1.e., the decision of operung
and/or closure of clamp is made in function of the
detection of this signal during three consecutive catches,
and the results obtained are tabulated in Table 2 where a
notable improvement mn detection is evidenced.

The functionality of the algorithm and the hardware
developed was evaluated by mobile displacement tests in
object grabbing and storage tasks. Two paths were
proposed which are illustrated in Fig. 9 with a Start Point

SPI—>+
-<_¢—>°—> SP-\\/
Fig. 9: Paths of test

(SP) and end pomnt denoted by the black box. These were
implemented with guide lines on the ground as a reference
to a group of 5 users. The time it took for each user to
complete the path was evaluated, taking an object along
the way as well as evaluating the accuracy when leaving
the object at a defined point which was calculated by the
difference between the distance from the geometric
center of the object at the point of discharge to the
target point. The results obtained are presented in
Table 3.

It can be observed in Table 3, that with non-linear
paths such as path 2, the complexity of the mobile control
increases, requiring more time and reducing the accuracy
reached. Tt can also be seen that, in the developed
algorithm, there 1s no significant incidence in the control
of the mobile when changing users, since, m each case
the test is successtully performed, although with different
degrees of precision which 1s observed as it relates to the
time spend by the user and his ability.

CONCLUSION

A neural network of the convolutional type was
designed and tramed for discrimination of a series of
command signals for a robotic agent. Having as training
inputs a considerable database (2000), the network
efficiency was 71% which seems low. However, the
validation tests and the temporary retention adjustment
for the less favorable cases of recognition, allowed a high
level of control of the mobile by different users.

The selection of the control signals plays a
fundamental role in their discrimination, it is observed that
at least one clearly distinguishable characteristic is
required to ensure their identification which is the problem
presented in the signals backward (2) and close gripper (9)
because they are similar will present confusion of classes.

The validations made allow extending the field of
application of the algorithm developed to applications of
robotic control of displacement such as robotic
wheelchairs for disabled people and even with some
degree of paraplegia.
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