Tournal of Engineering and Applied Sciences 13 (2): 353-360, 2018

ISSN: 1816-949%
© Medwell Journals, 2018

Fuzzy C-Means with Improved Chebyshev Distance for Multi-Labelled Data
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Abstract: Fuzzy C-Means (FCM) is one of the most well-known clustering algorithms, nevertheless its
performance has been limited by the utilization of Euclidean as its distance metric. Even though there exist
studies that applied FCM with other distance metrics such as Manhattan, Minkowski and Chebyshev, its
performance can still be argued particularly on multi-label data. Various applications rely on data points that
can be grouped into more than one class and this includes protein function classification and image annotation.
This study proposes the employment of FCM that 1s implement using an improved Chebyshev distance metric.
The proposed work eliminates correlation in data pomts and improve performance of clustering. The results
show that the proposed FCM improves the performance of clustering as it produces minimum objective
function value and with less iteration count. Such a result indicates that FCM with improved distance metric

contributes in producing better clusters.
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INTRODUCTION

Recently, multi-label clustering arises in many
applications. Tn contrast to traditional data classification,
where each instance is assigned to only one label for
multi-label mstance may be
simultaneously relevant to several labels (Nasierding and
Kouzani, 2012). However, multi label data clustering has
been an active research topic due to the urgent need to
recogmize datasets 1mages, voice, etc. (Zhang ef af., 2013).
Several researches has been proposed m this field. In term
of experimenting multi-label data usmng classification
algorithm (Lou et al., 2012) propose a method for novel
convex feature  selection.  The
experimental results demonstrate that the proposed
algorithm consistently achieve better result when
compared with other semi-supervised feature selection
algorithms as well as baseline using all features. It does
not require graph construction and Eigen-decomposition,
therefore, the computational cost is comparably low and
the algorithm can be readily applied to large-scale multi
label dataset. In Shi ef al. (2011), the researcher study the
problem of multi-label ensemble learning. They aim at
improving the generalization ability of multi-label learning
systems by constructing a group of multi-label base
learners which are both accurate and diverse. They
propose a novel solution, called EnML to effectively
augment the accuracy as well as the diversity of
multi-label base learners. In Fan and Lin (2007), the

classification, one

simi-supervised

researcher propose adjusting thresholds in decision
functions of the binary method of classification multi label
data which significantly improves the performance. The
results show that it marginally helps in multi label
classification performance. Hence, optimizing each label
once 1s enough in  practice. Developed models and
algorithms  for multi-label classification (supervised
learning) as well as for multi-assighment clustering
(unsupervised learning). The
multi-label classifier yields lower classification errors than
state-of-the-art algorithms. Algorithms derived from
generative models were applied to two real world
problems that includes multi label data and they
outperformed state-of the-art methods.

Interms of fuzzy clustering property, the Fuzzy
C-means (FCM) clustering algorithm which was
suggested by Dunn (1973) and improved by Bezdek (1981)
1 the one most used and discussed. FCM has become
the most powerful and well-known method for the
analysis of clusters. However, the algorithm suffers from

proposed  generative

accuracy with multi-label data due to its employed
distance metric (Lou ef al, 2012). A good clustering
algorithm should be both powerful and able to tolerate
this situation which often occurs in real application
systems (Zanaty, 2013). In order to improve the
performance of standard FCM, a number of works have
been reported n the form of multi-label data. By Lou ef al.
(2012), a distance regulatory factor was proposed to solve
the problems of dependences of similarity measurement
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on data structure, he approved that this a Igorithm has a
good tolerance to different densities and various cluster
shapes (Zhang and Shen, 2014), improve FCM algorithm
based on Particle Swarm Optimization (PSO) and
shadowed sets to perform feature clustering to organize
the wide variety of data sets automatically and acquire
accurate classification. Experiments show that the
proposed approach sigmficantly mmproves the clustering
effect (Zhu et ad., 2009), introducing a novel membership
constraint function, a new objective function. A
generalized algorithm called GTFP-FCM for more effective
clustering 1s proposed. Experimental results including a
noisy image texture segmentation are presented to
demonstrate its average advantage over FCM and
TFP-FCM in both clustering and robustness capabilities.
In this study, a new distance metric has been proposed to
improve the performance of the standard FCM algorithm
when applied on multi label dataset.

Literature review: Fuzzy C-Mens algorithm (FCM). FCM
has the ability to determine and iteratively update the
values of membership of a data pomt in clusters that are
defined previously (Chattopadhyay et al., 2011). So, any
data point can be related to all clusters with its
membership value (Kanamori and Amano, 2007). The
algorithm attempts to assign membership value to each
data point contained in each cluster center (Cai et al.,
2007). This 13 done by relying on the mean distance
between each data point and group centroid point
(Ca1 et al., 2007). Hence, the closer the data pomt 1s to the
cluster center, the greater is its membership (Bezdek,
1981). The objective function of a clustering algorithm,
which is formulated as a minimization problem is defined
as in Eq. 1 (Cai et al, 2017):

1w =Y Y% -v|° (1
i=1j=1
Where:
m = Defined to any real number that is greater than 1
L, = The degree of membership of x; in cluster
1,% = The ith of d-dimensional measured data
v = The dimension centroid of the cluster

1
| = The norm expressing the similarity between any
measured data and the centroid
¢ = The munber of cluster center
n = The number of data points
|lxi-v,[|= The distance between ith data to jth cluster center

When a high membership values relates to a specific
data point, the FCM objective function is minimized which
1s close to the centroid for their articular class while when
they are far from the centroid, low membership values are
reached. The FCM clustering algorithm gives a fuzzy
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membership value to each data point depending on its
closeness to the cluster centroids in the feature space
(Eq. 2) (Niu and Huang, 2011):

1

'J'i] =

: (d,/d, ){ﬁ]

k=1

(2

FCM algerithm also updates v; membership matrix
and center of clustering as n Eq. 3 (Chattopadhyay et al.,
2011). The standard FCM algorithm is formulated to
minimize the objective function with respect to the
membership values of the ith data jth cluster center:

n

2] =

"]

where, D, represents the Euclidian distance between ith
data to jth cluster center. The Euclidean Distance (ED)
employed in FCM has the weakness of correlation is
difficult to establish when there 1s a high noise-to-signal
ratio (Cai ef al., 2007). In addition, m FCM, random
selection is performed for determining the cluster centers.
This means a specific cluster may be out of the data set,
as the cluster center value may be far from data points of
datasets this will cause that the distance value 1s high
leads to empty cluster (Chattopadhyay et al., 2011). Also,
ED is sensitive to outliers, so high skew will throw off the
mean and alter covariance (Jun and Tong, 2010). The
nonlinear relationships of data will not be accurately
measured, resulting in a low correlation. In a worst case
scenario it could end up with correlation zero when it
actually had a relationship of +1 and -1 in separate
portions of the same dataset (Tsai and Lin, 2011). Upon
the completion of clustering using FCM, each data point
will be accompanied with a membership value for each
class. Each data point is also supposed to be independent
of the other data point and spatial interaction between
data points is not considered. However, for medical data,
there is strong correlation between neighboring pixels
(Kannan et ai., 2010).

The Multi Label Data (MLD) has more labels than
features. Some MLDs have only a few labels per mstance,
while others have much of them. Most MLDs are
imbalanced which means that some labels are very
frequent while others are rarely represented (Zhang et al.,
2013). The labels in an MLD can be correlated or not.
Moreover, frequent labels and rare labels can appear
together in the The

¥, =1,23,...¢ (3)

n
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information that can be obtained from an MLD is the
number of instances, attributes and labels (Song ef al.,
2013). For any MLD contaimng |D| instances, any mstance
D,1(1, .., D)) (Louetal, 2012) will be the umon of a set
of attributes and a set of labels (3, ¥)), XeX' x X x, ..,
xX!, YieL, where f is the number of input features and X is
the space of possible values for the jth attribute, j {1, f}.
L being the full set of labels used m D, could be any
subset of items in L (Nasierding and Kouzam, 2012). On
the other hand, multi label classification assigns to each
sample a set of target labels. This can be thought as
predicting properties of a data-point that are not mutually
exclusive, such as topics that are relevant for a document.
A text might be about any of religion, politics, finance or
education at the same time or none of these. Each
mstance x, 1s associated with a subset of labels Y.cL.
Existing methods for multi-label classification can be
grouped into two main categories) problem transformation
methods and algorithm adaptation methods. Multi-label
classification problems can be found in various domains
(Cabral et al, 2011) mcluding classifications of text
document (Cabral et al, 2011, Duygulu et al., 2002),
bioinformatics data Yeast (Cabral et al., 2011 ; Fan and Lin,
2007) and Genbase (Klimt and Yang, 2004), emotions
related musical data (Han et al., 2011), scene images
(Streich, 2010), textual email messages Enron (Klimt and
Yang, 2004), image and video annotation (Das, 2013). The
multi-label learmng 1s a form of supervised learning where
the classification algorithm is required to learn from a set
of instances, each instance can belong to multiple classes.
Multi Label Datasets (MLDs) are generated from text
documents (Klimt and Yang, 2004), sets of images
(Duygulu et al, 2002), music collections and protein
attributes (Diplaris et af., 2005), among other sources. For
each sample a set of features (nput attributes) 1s collected
and a set of labels (output label set) 1s assigned. In order
to determine if a data set is of type multi label or vice
versa, a classification process need to be applied on it to
find the multi label data points. There are several
classification methods, for example, Support Vector
Machine (SVM), K-nearest neighbor, Decision trees,
neural networl, quadratic classifiers, bayesian
classification, etc. In this study, the SVM classification
method will be used where the aim 1s to determme the
location of decision boundaries also known as hyperplane
that produce the optimal separation of classes (Han et af.,
2011). SVM generates high accuracy and work well even
if data is not linearly separable (Cortes and Vapnik, 1995;
Han et al., 2011). SVM is originally a binary classification
method developed by Vapnik and colleagues at Bell
laboratories (Das ef al., 2014). For a binary problem, we
have traimng data points:

x.vhi=L..Ly.x eR®
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Suppose, we have some hyperplane which separates
the positive from the negative examples (a “separating
hyperplane™). The pomts x which lie on the hyperplane
satisfy w.x+b = 0 where w 1s normal to the hyperplane, b
|lwl| is the perpendicular distance from the hyperplane to
the origin and ||w/|| is the Euclidean norm of w. Let, d+ (d-)
be the shortest distance from the separating hyperplane
to the closest positive (negative) example. Define the
“margm” of a separating hyperplane to be d++d-. For the
linearly separable case, the support vector algorithm
simply looks for the separating hyperplane with largest
margin (Kumar, 2011). This can be formulated as follows:
suppose that all the training data satisfy the following
constraints:

X, wtbz+lfory =+1 (4
X, wthz-lfory =-1 (5)

These can be combined into one set of inequalities:
Y(x,. w+b)-120v, (6)

Chebyshev distance metric: The Chebyshev distance 1s
also known as the maximum metric (Streich, 2010).
Another term is the chessboard distance as it can be
llustrated on the real number plane as the number of
moves needed by a chess king to travel from one point to
another (Das, 2013). The Chebyshev distance is the
L8-norm of the difference, a special case of the Minkowski
distance in which p goes to infimty (Tsai and Lin, 2011).
The distance is measured by the following equation:

(7

D,,=MAX[X, - X,|

The infinity value of the distance causes that the data
point goes far from the cluster center it belongs to, hence,
data point will not relate to its real cluster which then
affects the clustering result.

Many studies have employed Chebyshev distance
metric with clustering algorithms (Cha, 2007) made a
comprehensive survey on distance metrics between
probability density functions, he use four distance metrics
to solve some pattern recognition problems such as
classification, clustering and retrieval problems.
Comparison 1s made i both syntactic and semantic
relationships in order to find which distance is suitable to
specific application. Categorization conclude that
Chebyshev distance is more suitable for medical
application (Gomathi and Karthikeyan, 2014) on the other
hand made a comparative evaluation among some
distance metrics for clustering data pomnts for organ
segmentation. The comparison relays on the task, number



J. Eng. Applied Sci., 13 (2): 353-360, 2018

of data and complexity of the task. Results concluded that
no universal distance measure which can be best suited
for all clustering applications (Kouser and Sunita, 2013)
use K-means clustering algorithm to find the effect of
distance functions on clustering. They apply various
distance metrics such as FEuclidean, Manhattan,
Chebyshev. The functions used for analyzing the result
is the number of iterations, overall accuracy, mean
absolute error.

MATERIALS AND METHODS

Three datasets are used in this study including the
STARKEY 93 that contains 88 trajectories (corresponding
to 33 elk, 14 deer and 41 cattle). The whole dataset has
79,987 (x, v, t) observations, an average of 909
observations per trajectory. Figure 1 illustrates sample of
the dataset. The second dataset is the Genbase dataset
which is a biology dataset. It has 662 objects and 27 labels
with density of 0.046. An example for the dataset is as in
Fig. 1. Finally, the Yeast dataset, also a Biology dataset,
has 2417 objects and 14 labels with 0.303 density and
4.237 cardinality. The dataset is presented in Fig. 1. All of
the employed datasets are available at http://mulan
sourceforge net/datasets.html. This study focuses on
improving clustering performance on multi label data.
Hence, the proposed study includes the following
steps:

< Step 1: Apply SVM classifier on dataset

*  Step 2: Apply improved FCM algorithm using output
of Step 1

»  Step 3: Initialize p = (,)° matrix of membership

*  Step 4: Choose parameter >0 to stop the iteration. Set
the iteration counting parameter equal to O

+  Step 3:Repeatk=1,2

«  Step 6: At k-step calculate the centre vectors v* = [v/]
k is iteration step:

VJ i n (L:J)mX1
.=1(21:1(Mu) V=12

= Step 7: Update the membership ()% (p, )" matrix by:

where (d;) is the distance metric. The distance metrics
applied are the Euclidean, Manhattan, Minkowski, original
Chebyshev and improved Chebyshev  distance,
respectively.

Fig. 1:Sample images of: a) STARKEY’ 93; b) Genbase
and ¢) Yeast datasets

*  Step 8 If (p ,)"-(p )¢ go to step 6 else
+  Step 9: Stop
= Step 10: End if

The first step is to apply SVM classification in
order to determine there exist multilabel points. The
multi label is proved by the SVM concept of decision
planes that separates between a set of objects having
different class memberships (Zhang et al., 2013).
Figure 2 illustrates an example of applying SVM
classifier on STARKEY’93 dataset. Figure 2a
represents two dimension plot of the dataset,
represents the decision boundary that separates data
points into classes while indicates that there are
misclassified data points (blue points that appeared in red
point’s area and vice versa). These misclassified data
points are the multi label data which will be reprocessed
in the clustering step.

The second step is performed by applying the
improved FCM clustering algorithm. The improvement
includes replacing FCM existing distance metric
(i.e., Chebyshev) with an improved Chebyshev in order to
produce a better clustering. The formulation of
Chebyshev distance is as follows:

D,, = MAX|x, -x, (8)

Nevertheless, in order to avoid the infinity that may
occurred while using Chebyshev distance, this study
proposes the following improvement:

D..=." (maxk(

®y  poes

Rk — Xjk)np‘)‘x’<13>2 ®)

The limit is used in two basic problems of calculus:
the area problem and the tangent line problem
(Horvath and Khoshnevisan, 2010). The expression
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Fig. 2: SVM classification result on STARKEY’93: a) Plot of dataset; b) SVM decision boundary and ¢) Misclassification

arcas

Table 2: The value of Tteration Count (IC) that leads to the minimum Objective Function (OF)

Euclidean Manhattan Mink owski Chebyshev Trproved chebyshev
Dataset IC OF IC OF IC OF IC OF IC OF
STARKEY 93 30 3.207862 40 1.882093 45 1.743560 30 5.8036730 10 0.453989
Genbase 15 0.467862 18 0.482093 20 1.853560 14 5.5036730 8 0.253989
Yeast 48 0.997862 43 0.382093 50 5.853560 40 1.1503673 20 0.018805
RESULTS AND DISCUSSION

lim f(p)=L indicates that if the value of p is close but not
equal to 8, then f{p) will be close to the value L,
moreover, f(p) gets closer and closer to L. as p gets
closer and ¢ loser to 8 (Guichard, 2014). For means
lgiﬂf(p):L"P that 1/p appreach 0 as p approaches
infinity (Heinbockel, 2007). The goal of improving the
distance metric is to mimimize the distance between
any point and cluster center of the class. This
requires that the value of the distance metric to be close
to zero.
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In this study, the results of the experiments are
presented. After applying the SVM classification on the
three datasets, the improved FCM clustering algorithm 1s
applied on the SVM output. Table 1 illustrates the
iteration count and minimum objective function. From the
table, it is noted that the FCM with improved Chebyshev
distance requires about 50% less iteration than the other
distances. Furthermore, it generates 30% less for objective
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Fig. 3: Cluster density for: a) STARKEY 93, b) Genbase and ¢) Yeast datasets

function than achieved by applying FCM with the other
four distances. On the other hand, Fig. 3 mcludes the
graphical representation of cluster density for all the three
datasets.
CONCLUSION

Multi-label classification approaches focus
exploiting the label correlations to improve the accuracy
of the classifier by building an individual multi-label
classifier or a combined based upon a group of single
label classifier. In this study, a combination of
clagsification and improved clustering approaches are
used onmulti label datasets. Although, FCM 1s one of the
most well-known clustering algorithms, its performance
has been limited by the utilization of Euclidean as its
distance metric. This study proposes the replacement of
Euclidean distance with an improved Chebyshev distance.
Based on the results, the proposed method improves the
performance of clustering by minimizing the objective
function. The improved Chebyshev distance gave the
minimum distance with fewer iterations while the other
four distance metrics used n this research need higher

on
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number of iteration to reach the minimum objective
function. Results also provide the insight that
performance in clustering relies on the cluster density.
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