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Abstract: Sentiment analysis comes under study within natural language processing. Tt helps in finding the
sentiment or opinion hidden within a text. This research focuses on finding sentiments for twitter data as it 1s
more challenging due to its unstructured nature, limited size, use of slangs, misspells abbreviations, etc. Most
of the researchers dealt with various machine learning approaches of sentiment analysis and compare their
results but using various machine learning approaches in combination have been underexplored in the
literature. This research has found that various machine learming approaches m a hybrid manner gives better
result as compared to using these approaches in 1solation. Moreover, as the Tweets are very raw mn nature, this
research makes use of various preprocessing steps, so that, we get useful data for input in machine learning
classifiers. This research basically focuses on two machine learning algorithms K-Nearest Neighbours (KININ)
and Support Vector Machines (SVM) in a hybrid manner. The analytical observation 1s obtained in terms of
classification accuracy and F-measure for each sentiment class and their average. The evaluation analysis
shows that the proposed hybrid approach is better both in terms of accuracy and F-measure as compared to

individual classifiers.
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INTRODUCTION

Due to the presence of enormous amount of data
available on web, various organizations started taking
interest in this as mining this information can be very
valuable to them. This gives birth to an entirely different
and broad field of study known as sentiment analysis.
Various names have given to this field as opmnion mining,
opimion extraction, etc. However, there 1s slight difference
in meaning between these various terms. Before automatic
mining of sentiments traditional survey techniques were
highly biased as they were taken mdividually by users
thus a need of an automatic system arose that can
directly deal with hundreds of thousands of opinions
hidden in user’s posts in the form of reviews, blogs, etc.
Various applications of sentiment analysis are as in
product reviews, movie reviews, business, politics,
recommender system, etc. Based on the opinion about a
product or about different aspects of a product an
orgamzation can make changes accordingly. Similarly
based on the opinion about a particular pelitical party,
government policie’s changes can be made accordingly.
Two mam techmiques used for sentiment analysis are
machine leaming based and lexicon based.

Supervised, unsupervised and semi-supervised
comes  under  machine learning. Supervised
approaches, e.g., SVM (Agarwal et al, 2011, 2015

Silva et al., 2014; Khan et al., 2017, Anjaria and Guddeti,
2014; Hu and Liu, 2004; Tangiang and Xiaolin, 2017),
KNN (Mukwazvure and Supreethi, 2015; Khan and
Jeong, 2016), Naive Bayes (Pak and Paroubek, 2010,
Spencer and Uchyigit, 2012; Narr et al., 2012; Saif et al.,
2012), etc. Requires a good quality training set and
thus are highly domain dependent but provide better
results if trained properly. Unsupervised approaches, e.g.,
k-means, Self Organizing Maps (SOM), etc. do not make
use of tramning set. Semi supervised approaches require
partial labelling of data and are of two types transductive
learning inductive learming.

Lexicon based approach makes use of dictionary
consist of labelled words and with the help of these
words, a text 1s judged whether it i1s subjective or
objective (Appel ef al., 2016; Saif ef al., 2016, Hutto and
Gilbert, 2014). This approach is further divided into
dictionary based which does not take into account the
context of word within a text and corpus based which
expands the dictionary with taking associations between
different words into account. A complete swrvey in this
field is provided by Medhat ez al. (2014).

This research analyzes sentiment of Tweets. As
Tweets are much unstructured in nature this research
converts them mto useful mformation, so that, better
features can be used for machine learning. Hence, in this
research, we provide a good data preprocessing to
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Tweets followed by hybrid classifier. With the help of
processed Tweets or data features are generated and fed
to the two machine learning algorithms KNN and SVM in
a hybrid manner. Different feature have tried by researcher
for improving the results.

Support Vector Machines (SVM): SVM invented by
Vaprmk and Chervonenkis in 1963 1s a supervised machine
learning algorithm used basically for classification and
regression problems. It solves an optimization problem of
finding the maximum margin hyperplane between the
classes. This is basically required to avoid overfitting.
Basically, it is a linear classifier separating the classes
which can be separated with the help of linear decision
surfaces called hyperplanes. Foe classes having binary
features SVM draws a line between the classes and for
classes having multiple features hyperplanes are drawn.
However, it can be used for classifying the non linear data
also by transforming the feature space into the higher
dimensional space, so that, non linear data n ligher
dimensional can be separated easily by a hyperplane.

This transformation 1s made easy with the help of
Kernel-trick. With the help of kernels it is not necessary
to calculate all the dimensions when transform and
calculation of hyperplane can be done in the same lower
dimensional feature space. Kemnels are not used only for
this purpose but also for making the calculation easier in
case of many features. Various kemels are used by
machine learning approaches, e.g., RBF (Radial Basis
Function), linear kernel, poly kernel, etc. Kernels make the
calculation very fast and help in improving the calculation
time remarkably.

K-Nearest Neighbors (KNN): Tt is also a supervised
learning algorithm based on the classes nearestto the
point which 1s to be classified. Based on the values of the
K nearest classes a test set is provided the majority
voting class. However, to improve this algorithm weights
are assigned to each of the K points according to their
distance from the test pomt The value of K depends
upon the classification problem and the size of dataset.

Literature review: Various researchers have been
working on Twitter (Pak and Paroubek, 2010, Spencer and
Uchyigit, 2012; Kouloumpis ef al., 2011; Silva et al., 2014;
Khan et al., 2014; Appel et al., 2016) and from time to tume
they are publishing their researches. They have used
various sentiment analysis techniques for improving the
results of classification their research is also helpful in
this research as the sentiment analysis techniques
they have used, feature selection techmiques, different
pre-processing steps they have used 1s taken care of in
this research. This research mainly focuses on

supervised approach for sentiment analysis task and
has surveyed researches both for Twitter and non-Twitter
data and also for both supervised and lexicon based
approaches for better clarification and understanding of
the topic chosen.

Many researches defined multiple faces of sentiment
analysis as opinion orientation, feature extraction, etc.,
machine learning classifiers need various features for
learmng, so, different researchers from time to time have
selected different features for comparing results.

Agarwal et al. (2011), Pak and Paroubek (2010),
Spencer and Uchyigit (201 2) and Kouloumpis et al. (2011)
selected various features as unigrams, bigrams, pos
tagging, hash tags, ngrams, etc. and found mixed
response in classification results. Different features and
feature selection methods as semantic features and
concepts, information gain, chi-square, etc. has been used
by Khan et al. (2017) and Agarwal et al. (20153).

Khan et al approach includes rigorous data
pre-processing followed by supervised machine learmng.
They collected labelled datasets of different domains, so
that, machine learming will not be himited to a particular
domain. To learn SVM classifier they make use of different
training sets each make SVM learn different feature sets.
Information Gain (IG) with feature presence and feature
frequency cosme similarity with feature presence and
feature frequency. They found that feature presence is
better than feature frequency.

Agarwal et al. (2015) found that for better results
using machine learning approaches, finding good features
is a challenging task. They gave the concept of “Semantic
parser” and treated concepts as features. They used the
Minimum Redundancy and Maximum Relevance (MRMR)
feature selection mechanism. They used different feature
sets for their classification task, e.g., umigrams, bigrams,
bi-tagged and dependency parse tree along with their
proposed scheme, so that, results can be compared
with.

Various approaches and classifiers such as lexicon
based approach, Naive Bayes (NB), Support Vector
Machines (SVM), Maximum Entropy (MaxEnt), etc. have
been used time to time with various parameters for
evaluating the results as accuracy, precision, recall,
F-measure etc. Narr ef al. (2012) concluded 71.5%
accuracy with mixed language NB classifier on unigrams.
Saif ef al. (2012) concluded that semantic features used by
NB classifier increase Fl-measure against unigram by
6.47% and posunigram by 4.78%. Asmi and Tshayat
(2012), Hutto and Tshaya (201 4) and Neviarouskaya et al.
(2009} proposed rule based approaches for mereasing
the accuracy. Kawathekar and Kshirsagar (2012),
Chikersal ef al. (2015) and Prabowo and Thelwall (2009)
proposed hybrid approach consisting of rule based and
machine learning classifiers.
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Hybrid approaches consisting of machine learning
classifiers have been underexplored in the literature with
very few researches in tlus approach as mn Revathy and
Sathiyabhama (2013) and Silva ef al. (2014) proposed an
ensemble based classification in which various classifiers,
e.g., SVM, multinomial Naive Bayes, random forest,
logistic regression are used. They proposed that if, we
train the different classifiers with different training sets
and then by using either average probabilities of different
classifiers or maximum voting, we get better results than
by using only a single classifier. Moreover, they uses two
different features for learning the classifiers. Bag of
Words (BOW) feature hashing.

They used four different datasets for training and
testing. They found that feature hashing 1s not better than
BOW approach in most of the datasets except one. Our
research work mainly focuses on combining the machine
learning classifiers and proves that combining gives
better results as compared to standalone classifiers.
Also, this research gives comparative results as against
to the feature hashingtlexicon based features used by
Silva et al (2014) with only a small dataset and few
features.

Bhadane et al. (2015) and Apple et al (2016)
proposed combination of sentiment lexicon with machine
learning approaches and found increase in accuracy.
Muhammad et al. (2016) handled word’s polarity n
terms of local and global context by giving smart SA
system and found that their system is superior to baseline
lexicons and systems like SVM, NB, etc. with more F1
SCOTe.

Addlight and Supreethn compered two machine
learning methods KNN and SVM and found that SVM
outperforms KNN. Saif ef al (2016) gave the concept of
SentiCircles for calculating the context of words. They
found that it 18 necessary for better sentiment
classification.

Hangiang and {ialin (2017) discussed the role of
rigorous preprocessing i increasing the evaluation
measure and gave six different preprocessing methods for
the same. Keeping this in mind our approach also uses a
good preprocessing to filter the Tweets. Khan and Jeong
(2016) proposed an approach for finding the sentiments
about each aspect of a product and this can be a good
future reserach to explore.

MATERIALS AND METHODS

The proposed hybrid model is defined as the three
stage model. In first preprocessing stage of this model,
the multi-aspect based filtration and mnpurities correction
15 applied. The spell comrection, stemming, abbreviation

Table 1: The description of dataset

Features Values
Dataset name Twitter-sentiment-analysis-finalizedFull
Dataset URL https:/github.com/TharinduMunasinge/ Twitter-

Sentiment-Analy sis
Number of Tweets 997
Classes Positive Tweets , negative Tweets and neutral Tweets
File type C8V

Training Tweet Testing Tweet
set set

v v

Appling tokenization
{separate the words}
Preprocessing
Stoz Stemmin, Tag word
Wor ) identification
removal
Misspell Abbreviation Positive and
rrection expansi negative word
co identification
Feature generation
Positive Negative
word word Tag count
freq freq
Positive Negative Overall scoring
score score

v v

Training features

Testing features

v v

Hybrid classifier
{KNN+SVM}

v

Identify Tweet class for test set

Fig. 1: Flowchart of the proposed system

expansion, stopwords removal are defined 1n this stage to
normalize the input Tweets. In this stage, the separation
of tag tokens, positive aspects and negative aspects from
messages is also defined. Negation handling is also done.
In second stage, the filtered text is processed to generate
the statistical features. In this stage, the transformation of
input training and testing set is done to corresponding
feature set. These features are processed by the hybrid
classifier for sentiment prediction in final stage of this
model. In classification stage, the probabilistic predictive
decision 18 applied for selection of KINN or SVM classifier
for mdividual mstance (Fig. 1). The classification is
applied on the Tweets acquired from the web. The
description of dataset 1s given in Table 1.
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|#: Data
Srido Twret I’Fl;lDTDU List| Tag Filtera :”DQG'"\'OL Fosithve List = ! H |
T Eunited o SUNT, Ua. . |[[UE5396 |Erap] [gen | l
2 I nate Tim_. [Inate, tme___ [{hate, ime.._ |[nate, porn]_[[w | |
3 [Tom Shan_._|lom, shan__|ftom, shan__ | | L |
4 Found the .. |[found, sel_ |[found, sel__ |0 [
5 @united a :hi-'Ll:II’:. arrl._ [arr, ya, 1l :I'l"l=:~i- Slow] '
B Drivarless . _|[driveriess . [[driverless.. ([ 0 |
7 Inow can y_. [Inot, love . |loke] [nove] | |
_H 9 sTe-\ru_\ I8 :I'_iul'_w\.al_.r _[ _'||:;u-:‘; |
g |RT @jquer._|irl. @jquer o i | |
10 I saw Migh. . [[night, mu... | 11} I I |
11 | Missed thi._ [[miss, K ge.. [miss, gen_.|[miss] 1] |
12 is being fu.. |[fuck, time,... [ffuck time... |[fuck, suck] |[warner] |
13 | hope the ... [[hope, gid,.. [[hope, girl. ... [[] [hope] | |
14 @aparajul.. |[Eaparaju... [good, luck] |[] llgood, luck] | |
15 needs so.. |[explain, Ia.. [explain, Ia..|]] 1] | |
iE@united T_.. [[@unit, tha._ [thank, ma.._ ([} [thank, get] |
17 @ontheMA., |[@onthem. ., ([dittol, not, .. |[] [good] | |
18 waiting in I._|[wait_line, ._|jwait. line, ... | o | |
19 OMG. | wo '|nh my go... [[oh my go '|_.. ] | |
20 Theres a g..[[there, goo... [[there, goo |_ ' [
21 #MBA Adm.. |[mba, adm . |[[mba. adm...|[ |
22 |am loving _._ [imorm_ lov... [[mom, lov... [[c |
23 |Gooaby, Si.. |[gooani, si._. |[gooabi, 510 |
24 12 Gilt Ide... | 112 g id_. |0
25 [Sotha #C_. | [[coachelia_. |0 | |
26 l”‘-_"-'\"_UI-_Ju l;-f.J|l’."'..I post _E |1 |
27 whoever is.. |whoever, i...[[rapa, oul warnes, u... | |
28 |@Oennie |Rell, spoke... (1] liright hop... | |
29 _Thl_y_e;hi i .fcf:llrl.':i. aef. [ _"||r«-'E£._l! I |
30 |Ok, first as.. [[ok, asses. |[ok asses... |[fuck | (=L3] |
3 |heyy loves!._|[heyi, love... |[heyi love.. |[kick loves] |
32 @united w.._|[Funit, we.__ |[[well, john.. |[] [fwell] |
33 | loved tod_. |[love] [love] 1] [[love] | |
34 RT @Wate. |, @wsater._ [, ca, mer.. [0 [profit, well] | - |

Fig. 2. Tweets after preprocessing, for stop words, abbreviation expansion' and misspell correction® database is created.
Filtered list: -contains Tweets after tokemzation and applying the above written filters. Tag filtered list:-
contains the filtered list with @ tags removed. The @ tags are used in feature generation as tag count in each
Tweet. Negative list: -contains negative adjectives in each Tweet. Positive list: -contains positive adjectives in

each Tweet

Table 2: Describing various attributes of an adjective

Attributes

Description

D
Adjective

Pscore

Fscore
Score

Numeric unique id to all adjectives

Stores the textual information to represent the

actual adjective

Positive score to represent the positive
acceptability of an adjective

Lies between 0 and 1
Negative score, lies between 0 and 1

Overall score of adjective lies between -1 and 1
+ve values for +ve adjective
-ve value for —ve adjective

Preprocessing: During preprocessing various steps
are taken as stopword removal, handling of negation,
abbreviation expansion, misspell correction, stemming,
positive word lists of each Tweet, negative word
lists of each Tweet. Porters algorithm is used for

stemming,.

Features generation: A list of adjectives (Fig. 2) is used
for features generation. This list contains positive score,
negative score, overall rating of an adjective among other
attributes (Table 2 and Fig. 3).

http: /Awww.illumasolutions. com/omg -plz-lol-1dk-1de-
btw-brb-jk.htm
https://noisy-text.github.1o/norm-shared-task html
http://www . sentix.de/index. php/en/item/sentix-
website. litm]

Various features are generated after filtering of

Tweets for learning the classifiers. Various features used

for learning the classifiers are:
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Word count: total words mn each Tweet after {iltration
Tag count: total (@ tags used in each Tweet
Negative word count: total negative words mn each
Tweet

Positive word count: total positive words i each
Tweet

Positive score: total positive score obtained by
adding the positive scores of each positive adjective
Negative score: total negative score obtained by
adding the negative scores of each negative
adjective
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Fig. 3: The results of features generation

Score: positive score-negative score for each Tweet
Message class O: for negative Tweets

1: for neutral Tweets

2: for positive Tweets

Classification: After features generation classification is
done with our hybrid approach in which prediction
probability of both the classifiers is used which is shown
in the algorithm.

Algorithm 1: Classification (TrainingSet, TestingSet):

/*TrainingSet is the training Tweet Set and TestingSet is the Testing

Tweet Set on which features are generated */

{

1. Train FeaturesSet = Feature Generation(TrainingSet) /*Generate
Features for Training Set*/

2. Test Features Set = FeatureGeneration(TestS et)/*Generate Features for
Testing Set*/

3. SWeight = GenerateWeight(TrainFeaturesSet,S VM)
/*Process the Classifier, train with the Training Feature set and
Generate Feature weights for SVM®, KNN is trained directly during
testing/

4. ForI =1 to TestFeatureSet.Length /*Process the Testing Tnstances®/

{

5. K1 = Predict{TestFeatureSet(i), TrainFeaturesSet)
/*Apply Prediction on Test Instance respective to KINN Classifier
Weight*/

6. 81 =Predict(TestFeatureSet(i), S Weight)
/*Apply Prediction on Test Instance respective to SVM Classifier
Weight*/

7. If(K1>Thl And $1>Thl)

T+ Apply Hybrid Classifier for Test Class Tdentification, Thl is the
threshold used for prediction probability, Thl = 0.5 is used here*/

{
8. TestFeatureSet(1). Class = Identify Class(greater(K1,51))

}
9. Else If (K1>Thl)
T Apply KINN Classifier for Test Class Tdentification*®/

10.  TestFeatureSet(i).Class = Identify Class(K1)
}

11. Else
12, *Apply SVM Classifier for Test Class Tdentification*®/

13, TestFeatureSet(i).Class = Identify Class(S1)
}

}
Return TestFeatureSet. Class

}

RESULTS AND DISCUSSION

In this present research, the SVM and KNN based
hybrid classification moedel i1s presented to process the
Tweet features and to identify the hidden sentiments from
these Tweets. Implementation i1s done in Netbeans 8.0
with Weka (3.8) integrated into it. Weka is widely used in
data mining for preprocessing, clustering, classification,
etc. and gives results in terms of accuracy, precision,
recall, F-measure, etc. My3ql 1s used for storing the
various datasets as list of adjectives, abbreviations,
misspell corrections, traimng dataset and testing dataset.
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Fig. 4: The analysis results

For running classifiers KNN and SVM 1n isolation,
weka 13 used directly but for their combination Weka 1s
integrated into netbeans and confusion matrix and results
are manually calculated with the help of results. The
comparative analysis 158 provided agamst KNN and SVM
based methods separately. K = 15 1s used for comparison
between KNN and hybrid approach. The description
of processing tramming and testing set 13 shown in
Table 3.

The classification algorithm combining KNN and
SVM is given in this study 2. Confusion matrix for KNN
and SVM is taken from welea by opening the train features
set and test features set there directly and 1s
provided as:

Confusion matrix for hybrid approach is calculated
manually by the analysis results and with the help of
confusion matrix precision, recall and F-measure 1s
calculated (Table 4 and 5).

Analysis results shows True Positives (TP), False
positives (FP), True Negatives (TN) and False Negatives
(FN) for each sentiment class. Thus, confusion matrix is
derived (Table 6).

With the help of confusion matrices accuracy,
Precision, recall and F-measure for positive, negative and
neutral classes are calculated and 1s also compared for the
3 approaches used above (Fig. 4-8).

Table 3: The description of processing training and testing set

Values

699 (267-positive, 264-negative, 168-neutral)
298 (114-positive, 113-negative, 71-neutral)
Positive, negative, neutral

KNN and SVM

Hybrid KNN+SVM

Features

Rize of training set
Size of testing set
Tweet classes
Existing methods
Proposed

Table 4: Confusion matrix for KNN

Predicted
Actual class Negative Neutral Positive
Negative 77 19 17
Neutral 9 46 16
Positive 21 14 79
Table 5: Confusion matrix for SVM

Predicted
Actual class Negative Neutral Positive
Negative 77 14 22
Neutral 11 47 13
Positive 16 20 78
Table 6: Confusion matrix for KNN+SVM

Predicted

Actual class Negative Neutral Positive
Negative 77 12 24
Neutral 0 48 23
Positive 0 12 102
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76.17

67.78 67.78

T T T
KNN SVM Hybrid KNN+SVM

Fig. 5: Overall accuracy for 3 approaches

OKNN 1
@EsSvVM
W Proposed hybrid

0.72 0.74

0.705 0.69 0.6845 0.6667

T T T
Positive Negative Neutral
Fig. 6: Precision analysis

BKNN
asvM
OProposed hybrid

0.681 0.681 0.6814

0.648 0.662 0676

T T
Positive Negative Neutral

Fig. 7. Recall analysis

OKNN
ESVM
B Proposed hybrid

0.7756 0.8095

0.6790 0.687
0.613 0.618

A T T
Positive Negative Neutral

Fig. 8 F-measure analysis

Thus, the above results show that our hybrid
approach reserach better both in terms of accuracy
and F-measure. Comparison of our approach with that of
(Silva et al., 2014).

Table 7: Comparison of values

Avg. Avg. Accuracy
F-measure  F-measure(%6) Accuracy  (%9)
(%%) (including (%) (including,
Datasets (pos neg) neutral) (pos, neg)  neutral)
OMD 65.35 - 70.62
(Silva aw., 2014)
Strict OMD 71.80 - 74.56
(Silva ..., 2014)
Sanders 76.25 - 76.63
(Silva ..., 2014)
Stanford 78.25 - 79.11
(Silva aw., 2014)
HCR 62.20 - 78.35
(Silva ..., 2014)
Our dataset. 79.25 75.21 78.80 7617

(Tharindu Munasinge)

This research with only a small dataset and few
features gives comparative results and even better results
as compared to combination of Logistic Regression (LR),
Random Forest (RF) and Multinomial Naive Bayes (MNB)
along with feature hashing and lexicon features used in
(Silva et al., 2014). The compariseon 1 shown in Table 7,
Avg. is used in place of average, positive in place of
positive, negative in place of negative.

CONCLUSION

In this study, a SVM and KNN based hybrid
model 18 presented to improve the classification
accuracy. The proposed method classified the Tweets
in positive, negative and neutral sentiments whereas
much of the literature in this field is associated with
2-way classification. The reserach of proposed model
has gone through preprocessing features

generation stage and classifiers learming stage. The

stage,

analytical evaluation of proposed model is done in
terms of accuracy and F-measure. The comparative
observations are taken agamst the SVM and KNN
methods. The comparative results show that the proposed
model has improved the accuracy and F-measure of Tweet
class prediction.

RECOMMENDATIONS

As number of features for learning the classifiers are
limited in our appreoach, we will be using more features
and better feature selection methods like information gain,
Chi-square, etc. in our future reserach. Our comparison
with literature shows that increasing our dataset with
more Tweets and features can also help in mncreasing
reasonable accuracy and F-measure. Other machine
learning methods in combined way can also be explored
1n the future.
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