Tournal of Engineering and Applied Sciences 12 (21): 5478-5484, 2017

ISSN: 1816-949%
© Medwell Journals, 2017

An Efficient Leaf (Texture) Classification using I.ocal Binary
Pattern with Noise Correction

'Anil Kumar Muthevi and *Ravi Babu Uppu
'Department of Computer Science and Engineering, Aditya College of Engineering and Technology,
Acharya Nagarjuna University, Surampalem, Andhra Pradesh (AP), India
*Department of Computer Science and Engineering, Narasimha Reddy Engineering College,
Secunderabad, Telangana (T3), India

Abstract: Leaf classification by using images based on their textures 1s the main objective of this study. Local
Binary Pattern (LLBP) operator is eminent extracting method but it is not effective especially in the cases where
noise (noise occurs due to external sources and other reasons) in the images mvolved or corrupted the 1mage
patterns. Local Ternary Pattern (LTP) 15 another famous feature extracting method gives solution to some extent
but not completely solves this problem. Towards achieving perfectness of classification by correcting noisy
bits, we propose a method for both error detection and correction called Corrected TLBP (CLBP) based on the
analysis of umiform binary patterns which are appears more frequently n the natural images and almost all image
structures. We suggested in our proposed method modification of bits i the pattern based on the analysis of
neighbouring bits. Tt gives significant increase of accuracy and performance levels.
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INTRODUCTION

An image worth thousand words of information.
Now a days by the help of digital image processing we
can study and apply various methods to extract the
hidden information from the images and analyse them to
get useful results for various types of applications. Tn the
recent years, after invention of modern digital and web
cameras and cell phones there 1s rapid development in the
aspects of speed and accuracy in the area of digital image
processing.

The word “texture” plays critical role m the field of
umage processing and machine vision. Even though there
is no exact definition for the term texture accepted it is
gaining popularity from several decades. Classification is
the process of segregating things in to various well
known categories according to certain criteria. There are
several methodologies developed on texture classification
still there is a scope to extend or modify them. Still for
many researchers it 15 one of the challenging and
Interesting topic.

The texture classification has wide variety of
applications in diverged areas. Here, we are mentioning
some of them. For stone classification we can recognize
various types of stones and their quality especially where
human inspection or observation is difficult or impossible

(at underground, mines, etc.). We can apply texture
classification methods not only for face recognition we
can also classify them into various age groups or gender
classification. By using textures in the field of remote
sensing classify the places in certan area as lulls,
grounds, fields and rivers, etc. In medical image
processing we can recognize the tissues of the skin based
on their texture which are effected by skin deceases and
to identify breast cancer by using image textures (these
pictures are called mammograms). In timber industry by
wood classification we can identify the strong and quality
wood. In textile industry there 1s quality checking of
fabrics based on the mspection of their properties like
texture, colour and thickness. The application areas are
not only limited to above but also content-based feature
extraction from mmage and video databases, motion and
activity analysis and biometrics.

Leaf is one of the important part of the plant or a tree
for classification criteria because it always available
irrespective of seasons and time. Whereas, some flowers
and fruits of the trees are not available for a particular time
or season. So, classification of plants and trees based on
their leaves gives more effectiveness than other parts of
the tree. Leaf classification 1s to identify and separate the
leaves based on their appearance and structure and
colour. Leaf classification in scientific methods is a
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challenging and time consuming process for scientists
and botanists. Leaf identification or classification has
crucial role in grading of quality leafs in tea and tobacco
industries. There 1s a much progressive work done by
previous researchers in this area until now. Let us discuss
the previous methods briefly. Aakif and Khan (2015)
developed an automated method of leaf classification
based on their leaves which uses morphological features
like Aspect Ratio (AR) and Eccentricity (E) and
Roundness (R) and convex hull features. Lakshmi and
Mohan (2016), proposed a method to detect leaf types
based on the shape and colour along with texture
features. By using artificial intelligent methods which are
applied on binary images of leavesresearched by
Horaisova and Kukal (2016). By using template-based
method Anjomshoae and Rahim (2016) identified
overlapping rubber tree leaves. Recognition of the leaf
image set based on the method of manifold-manifold
distance done by Du et al. (2016).

To classify textures there are two major categories of
algorithms called statistical and structural methods. The
T.ocal Binary Pattern (LBP) features which are invented by
Pietikainen ef af. (2011) 18 a simple but plays an crucial
role n texture classification. It comes under category of
structural method. At initial stage many reviewers
treated it as
foundation. Due to its simplicity in computational
operations and its discrimination power it 1s very popular
approach in many applications such as industrial
ingpections. Later, there are so many variations of LBP
developed. Mean LBP which consider the effects of
central pixels (Jin et af., 2004, 2005, Ruiz-del-Solar and
Quinteros, 2008, Hamood et «l, 2016). Hamming
LBP (Yeng and Wang, 2007) mcorporate different
(non-uniform) texture patterns into similar (uniform)
patterns. Extended LBP wluch gives discriminate the same
local binary patterns, cause high dimensionality rotation
invariant LBP (Huang et al., 2006, 2007). Completed LBP
of textures for leaf classification by Muthevi and Uppu
(2017) which gives unportance to magmtude component
also along with sign component (Guo et al., 2010) for
getting more accurate and efficient results. Soft L.BP
which 1s not mvariant to monotonic grayscale changes
and gives high computational complexity (Ahonen and
Pietikainen, 2007). Multi-block T.BP which capture micro
and macro structure information (Zhang et al., 2007
Liao et al., 2007). It considers multiple block of LBP code.
Elongated LBP which extract the amsotropic mformation
and lose anisotropic information; not invariant to rotation
(Liao and Chung, 2007). In Local Ternary Pattern (I TP) in
the place of binary code, the pixel difference is encoded
as 3 different valued code according to pre-defined

ad hoc method with no theoretical

threshold value. When compared to LBP it is less
sensitive to noise. Today due to the growth of LBP 1s not
an ordinary texture operator, it is treated as foundation for
researchers dealing with local bmary image and video
description.

This study, 1s aimed to classify the leaves according
to their LBP texture features with noise resistance for leaf
classification.

MATERIALS AND METHODS

Origin of LBP: LBP uses only 4 neighbours called LBP, |
while LBP,, takes 16 neighbours with radius 2. The
original Local Binary Pattern code (LBP code) which
encodes the local structure around each pixel. Here each
picture element compared with its surrounding eight
neighbours by subtracting the central pixel value. If the
resulting value 1s strictly negative then encoded with O
and otherwise fill with ones. A binary number formed by
padding all these binary digits i clock wise direction
starting from top of the left most corner and its equivalent
decimal value used for labelling. Then obtamed binary
values are referred as Local Binary code or simply L.BP
code.

We can determine L.BP operator for different sizes of
neighbourhood sizes. Generally, the notation LBP.g
stands for P equally spaced adjacent pixels on a circle of
radius R that forms symmetric neighbour set in the circular
form. Tt produces the total no of 2° different output values,
corresponding to the 27 different binary pattems
respectively. These can be formed by P pixels in the
neighbour set (Fig. 1), for example:

&) ®)
1 15 38 -15 -11 12
19 26 28 -7 - 2
100 2 57 74 4 31
© @
15 11 12 -1 -1 1
7 - 2 -1 - 1
74 4 3 1 1 -1

Fig. 1: a): A 3x3 sample blocks; b) local difference; c)
magnitude component and d) sign component
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There is small no of bitwise transitions from 0-1 and
vice-versa of binary pattern (Pietikainen et al, 2011)
defines them as fundamental patterns or uniform patterns.
For example, 11111111 and 00000000 contains no
transitions (null transitions ) while 00001100 and 00111100
contains 2 transitions and so on. While, 01010101
contains more than 2 transitions called non-uniform
transitions. In the natural images we can observe uniform
patterns are formed more frequently than non-umform
patterns. The main problem with non-umform patterns is
they harms the classification performance.

We can observe that in umiform LBP noise 1s less
forming LBP hustogram. But LBP is sensitive to the noise.
A small noise will causes different encoded pixels. The
main advantages of LBP are:

¢ Ttissimple to implement but efficient and widely used
in many applications

*  Ithas well texture discrimiation characteristic

* LBP 1s very strong to monotonic gray scale changes

Demerits:

* During the process of 1mage rotation, long
histogram produced by LBP operator does not
support

¢ Due to small differences in the pixels which are used
to compute LBP and its variants are vulnerable to
noise

¢ The LBP does not
support

* Inpractice, there 1s no guarantee for the mdependence
of local differences between central pixel and its
neighboring pixels

¢ TIn LBP only sign component plays important role as
classification descriptor. And it will gives more
mformation about the image

support  high  spatial

Local Ternary Patterns (LTP): Tocal Ternary
Pattern (LLTP) encoding the small pixel difference
into a third state (Tan and Triggs, 2010). Local
ternary patterns not completely solves the problem
by introducing the third state in addition to the two
states.

Let ¢fz=1bl, bl,.....brb] denotes the local ternary pattermn
code of P neighbors at the distance of R to the central
pixel and LTPs; denotes such scheme for 7, . Here, each

bit can be obtained as:

T — : —
. =L 11’210 =t,
=0,if | z [<t,

=-1,if 7, <t

Here, the value called as t is a pre-defined threshold.

78 99 53
54 54 60
67 54 60

The ternary code for the above values are (by taking
t = 2 as threshold value):

1 1 0
0 - 1
1 -1 -1

The corresponding positive LBP component is
(11010010):

1 1 0
0 - 1
1 0 0

The corresponding negative LBP component 1s
(11110011):

0 0 0
0 - 0
0 1 1

LTP gives more resistant to noise but it has very large
dimensionality of LTP listogram, seo by Tan and Triggs
(2010). LTP 1s decomposed as positive LBP component
and a negative LBP component. The positive LBP
component bits can be obtained as:

P
b, =1,ifz >t

=0,if z,>t
The negative LBP component bits can be obtained as:

B
b10 —1,1fzp£—t,

=0,if z,=-t

LTP 1s the composition of positive and negative Local
Bmary Pattem. When compared to LBP, LTP has doubles
the no of patterns.

5480



J. Eng. Applied Sci., 12 (21): 5478-5484, 2017

Noise causes the small pixel differences. There is no
mechanism to correct the corrected patterns. To solve this
problem, there 1s a Noise-Resistant LBP (NRLBP) and
Extended Nose-Resistant LBP (ENRLBP) proposed by
Ren et al. (2013) is major inspiration to our present
research, we apply to classify on leaves.

Corrected LBP (CLBP): In proposed Corrected Local
Binary Pattern code (CLBP), encode the small pixel
differences as uncertain bit “X’ then find out the value of
‘X’ decided on the other certain bits of LBP:

.
V= 1LifZ =t
=X, |Z,|St,
=0.Z, 2

State 0, 1 represents two definite (strong) states.
Where the pixel difference 1s almost definitely negative
and positive, respectively. Noise can unlikely change from
0-1 or vice versa. We can coded with an uncertain state
regardless its sign.

The value of the uncertain bit can be consider mto
either O or 1, represented by a variable x, x belongs
to {0, 1. Let, X = {x,, X,, X;, ..., X,} denotes the vector
format by n variable of a code, x belongs to {0, 1}". The
uncertain code can be denoted by n variables of a code:

bl bl b by =CX)

After detecting the uncertain code, we calculate the
uncertain bits based on the values of the other certain bits
to from one or more codes of image local structure.

Since uniform (similar) patterns occurs more likely than
non-uniform ones, we assign the value of uncertain bit x
s0 as to form possible uniform L.BP code. For example, we
can find out the uncertain bit of uncertain code “11x1x0x0”
80, the possible umform patterns are, 1111100 and
11110000,

Let ‘m’ denote the no of elements in S ,.1f m>0, the
bin corresponding to each element in Sy zp will be added
by 1/m. All these pattern generate from one uncertain
code. If m = 0, the non-uniform bin will be added by 1 thus
is applicable for each and every pixel in the patch.

Case 1; form =1;

78 99 53
30 54 60
54 12 13

LBP code; 11010010

» The LTP codes are: 11010000, 11110010

s The uncertain code becomes: 11X100X0

» By using correction code (CLBP) we can get: 11110000

Case 2; form =2;

78 99 53
30 54 60
54 12 54

LBP code; 11011010

* The LTP codes are: 11010000, 11111010

*  The uncertain code becomes: 11X1X0X0

» By using correction code (CLBP) we can get:
11110000, 11111000

Case 3; form =3:

78 54 99

30 54 54

54 12 53

LBP code; 11110010

* TheLTP cedes are: 10100010, 11111010

* The uncertain code becomes: 1X1XX0X0

» By using correction code (CLBP) we can get:
11100000, 11110000 and 11111000

Case 4; form = 4;

7 99 60

53 54 54

67 53 13

LBP code; 11110010

» The LTP codes are: 11100010, 11110111

s The uncertain code becomes: 111X0X1X

» By using correction code (CLBP) we can get:
11100011, 11100111, 11110011, 11110111

Case 5; form =0

78 12 53

54 54 60

67 12 54
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LBP code; 10011011:

¢ The LTP codes are: 10010010, 10111011

¢ The uncertain code becomes: 10X1X01X

* By using comrection code (CLBP) we can get: NO
uniform code possible

In all above cases, the proposed CLBP corrects back
to uniform code, when the noise change the uniform
pattern code to unstable non-uniform pattern (Fig. 2). The
proposed CLBP different from LBP and LTP with the
following scenario:

¢ Ttis more capable of noise-resistant

* The disturbed LBP code can be corrected back to
uniform code

* For LTP uncertain bits are set to 1 for negative half
and O for positive half but in corrected LBP they could
code as 1/0 determined depends on other bits of the
code

¢ LTP histogram consists of doubles the bins when
compared to corrected LBP histogram (Algorithm 1)

Algorithm 1: The proposed process can be explained as:

Step 1: Gathering the required leaf by using digital camera or obtained
from standard leaf database and choose suitable images

Step 2: In this phase do the necessary preprocessing operations like
conversion form color to gray scale images and choose the required part if
necessary (cropping of the image)

For Each and every pixel

Step 3: Derive the local binary pattern code and local ternary pattern by
using threshold value

Step 4: Derive the uncertainty bits in the code C(X)

Search uncertain bits X in the space {0,1}" so that, ¢(X) forms

uniform LBP codes

Step 5: Based on the case we can correct the code by using the

Step 6: Construct the histogram

If m value is equal to zero accumulate the non-uniform bin with 1

Else Accurmnulate the bin of each pattern in Syg; pp with 1/m

Step 7: Apply classification method Nearest-Neighbor (NN) clagsifier
with 3 different distance measures called Chi-square, histogram insertion and
G-Statistic

Step 8: Compare the results with already existing methods

Capture the digital leaf image
v
Pre-processing {cropping, conversion from
colour to grayscale)
v
| Derive LBP and LTP codes
v
| Examine the uncertain code
v
| Apply proposed noise correction approach

¥
Construct the histogram |
v
Apply classification |
2
| Performance analysis |

Fig. 2: Block diagram (over view) of the proposed method

RESULTS AND DISCUSSION

Experimental setup: The experiments conducted by us to
test the performance of the proposed correction method.
The proposed approach also compared with uniform T.BP
and uniform LTP on leaf recognition. Tn our experiments,
for leaf recognition, we use the Nearest-Neighbour (NIN)
classifier with different distance measures. For leaf
classification we choose a challenging experimental setup.
We have taken a sequence of experiments with the
following datasets. Some of them available to public.

AFF dataset: This database contains forty two varieties of
leaves with different shapes and colors. The experiments
consists of 134 leaf images on the pure white back
ground. Here are some images along with their scientific
names (Fig. 3).

Foliage dataset: This database contains forty two
varieties of leaves with different shapes and colors. The
experiments consists of 25 leaves per plant for the traming
set and another twenty for the testing purpose. Here are
some 1mages along with their scientific names (Fig. 4).

Flavia leaf dataset: This database contains 1097 varieties
of leaves with different shapes and colors from 32 plants.
But in our experiments we have taken only 10 and 30
randomly selected images per class for test and training
classes, respectively. Here are some images along with
their scientific names (Fig. 5 and Table 1-3).

Table 1: The leaf recognition rate and optimal threshold on the Austrian
Federal Forest (AFF) datasets

Chi-square Histogram Modified

Namme of the distance intersection G-Statistics
algorithm method (%) method (20) method (%)
LEP 95.07 92.32 9512
LTP 98.25 96.98 98.29
DLBP 95.12 96.83 97.45
FLBP 98.45 96.16 97.54
Proposed 98.71 96.23 98.72
corrected LBP

©
(b)

2 =

X 0
= = > @
Ash Hornbeam Beech oak

@ ©
o i-. '
Mountain maple Sycamore

Fig. 3: Sample mmages of AFF dataset
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Table 2: The leaf recognition rate and optimal threshold on the foliage

dataset

Narme of the Chi-square Histogram Modified
algorithm distance (%) intersection (%)  G-Statistics (%)
LBP 75.07 7232 75.12

LTP 78.25 76.98 78.29
DLBP 75.12 76.83 77.45
FLBP 78.45 T6.16 77.54
Proposed 7871 76.23 78.72

comrected LRP

Table 3: The leaf recognition rate and optimal threshold on flavia leaf

dataset.

Name of the Chi-square Histogram Modified
algorithm distance (%0) intersection (%o) G-Statistics (%)
LBP 75.07 72.32 75.12
LTP 88.25 86.98 88.29
DLBP 85.12 86.83 87.45
FLBP 78.45 86.16 87.54
Proposed 88.71 86.23 88.72

corrected LBP

(@)

Hibiscus Rosa-sinensis

ES

Ipmoea lacumase

®

Bauhinia acurninta

o

Tradescantia spathacea
“Vittata”

Fig. 4: Sample images of foliage dataset

TS

Castor aralia

VN WS,

Southern magnolia Tangerine

Deodar

Fig. 5: Sample mmages of flavia dataset
CONCLUSION

Local binary pattemn 1s very sensitive to the noise.
Due to external noise LBP changes significantly. T.ocal
terary pattern partially gives the solution. But in both
cases (LBP and LTP) treat the corrupted patterns as 1t 1s,
1e., there 18 no recovery process for iumage local

structures. In the proposed corrected (CLBP) method
noisy non-uniform patterns are adjusted back to uniform
code.

The proposed approaches show stronger when
compared to other existing methods with respectto
the noise show the superior
performance on the above leaf classification/recogmtion

resistance. It
applications.
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