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Variable Density A pproach for Modeling of Transcritical and Supercritical Jets
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Abstract: In order to study the high pressure and high temperature operating condition of a variety of internal
combustion engines such as modern diesel engines, gas turbines and liquid fuel rocket engines, a cryogenic

nitrogen jet injected into supercritical chamber conditions was simulated numerically. The favre averaged

navier-stokes equations were employed together with a “k-” Turbulence Model and using mstead of an ideal
gas equation of state, the Amagat’s law in an approach originally conceived for gaseous turbulent jets with
variable density. The present study describes the assessment of the capabilities of the approach by comparison
agamst experimental data as well as numerical simulation performed by other researcher. The obtained results
show an acceptable agreement with experiments for the axial density distibution, failing slightly m the
prediction of the jet potential core. Good agreement 1s observed for radial density distribution as well as for the

jet spreading rate.
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INTRODUCTION

The extremely mmportant objective of prevention of
further chmate changes and exhaustion of natural
resources in our planet demands the reduction of
emissions and fossil fuel consumption of combustion
engines. Also, in order to continue the progress in the
understanding of owr universe, better performance and
reliability of rockets engines are required.

Increasing the operating pressure and temperature of
combustion engines such as diesel engines, gas turbines,
rocket engines and others 18 a known way of
increasing efficiency and performance. Over the past
years this mcrease has become an important trend in the
design of new power umits.

The process of fuel myection plays one of the most
umportant roles in the subject of combustion. The way fuel
and oxidizer mix inside the combustion chamber of the
several kinds of engines is key for the degree of
combustion efficiency in power production, additionally,
the maximum performance possible to extract from a power
strongly dependent on fuel

Combustion instability problems in rocket engines that

system  is injection.
affect reliability and can recurrently lead to destructive
failures m such systems are often linked to the process of
fuel imjection (Sutton and Biblarz, 2010).

Thus, 1 recent combustion engines, the
mvestigation of fuel (and oxidizer) imjection mto
combustion chambers at high values of temperature and

pressure has appeared as an important issue. However, it

happens that when operating pressure and temperature
increase, the fuels and oxidizers used by the propulsion
systems may experience the exceeding of their critical
values. The issue 1s that under conditions of pressure and
temperature which are around or exceed the critical values,
the behavior of the fluids is quite distinct than the one
observed in conditions far from these (Bellan, 2000).
Several researcher have investigated jet in general
and in particular the fluid behavior under and near
supercritical conditions both by experimental and
numerical approaches which resulted in the production of
extensive bibliography (Antunes ef ol., 2011, Barata and
Silva, 2003; Bellan, 2000; Chehroudi et ai., 2002a, b;
Mayer et al., 1998, Jarczyk and Pfitmer, 2012; Kim ef af.,
2011; Lacaze and Qefelein, 2012; Martinez et af., 2008,
Mayer ef al., 2003; Newman and Brzustowski, 1971;
Oschwald, 2002, Oschwald and Sclhuk, 1999,
Oschwald et al., 2006, Papamoschou and Roshko, 1988;
Parle, 2012; Sanders et al., 1997, Schmuitt et al., 2009, 2012;
Seebald and Sojka, 2011; Segal and Polikhov, 2008,
Shinjo and Umemura, 2011; Sierra et al., 2009, 2012,
Zhou et al., 2011, Zong and Yang, 2006, Zong et al.,
2004). As far as today, some conclusions have been
reached and validated about the changes m the physical
properties of fluids when they are around and above
critical conditions. According to Bellan (2000) at the
critical point mass diffusivity, surface tension and latent
heat vamsh On the other hand, the heat capacity at
constant pressure, Cp, the 1sentropic compressibility, k,
and the thermal conductivity, A, all become infinite. At
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supercritical conditions which are characterized in the
present research by assuming both pressure and
temperature above their respective critical points, a
behavioral change 1s observed for the jet sttucture which
evolves from a liquid-gas injection to a gas-gas like
injection (Chehroudi et al, 2002; Oschwald, 2002;
Oschwald et al, 2006, Segal and Polikhov, 2008).
However, bigger questions appear about fluid behavior in
conditions near critical for which it is still unknown if the
fluid presents a behavior closer to a gas, a liquid or a mix
of the two. Recent studies have pointed in the direction of
identifying four different regions around the critical point.
These regions are dependent on whether both pressure
and temperature are supercritical, just one of them or
none. The the rmodynamic region of the flow will strongly
determine its behavior (Lacaze and Oefelein 2012).

Past researcher, Antunes et al (2012), Barata and
2003) attempted to evaluate the applicability of a
numerical variable density approach to cryogenic nitrogen
jets imjected into mitrogen gaseous environment for
different chamber-to-injectant density ratio (w). The
results obtained were focused on the prediction of the jet
spreading rate based on the half width of half maximum of
density. Was attempted to establish a limit of applicability
of the approach in terms of w. And was shown
agreement with the experimental worl of Chehroudi for
chamber-to-injectant ratios between 0.025 and 0.1408.

The aim of the presentis research to study, evaluate
and develop numerical methods which are suitable to
more accurately describe the injection process in its
various parameters, around and beyond critical condition.
The present study describes the imection of liquid
nitrogen into gaseous nitrogen environment, consisting
of a continuation and development of a previous work
from the same Antunes with the imposition of different
boundary conditions as well as a different mesh. A favre
averaged navier-stolces approach is adopted using a “k-€”
Turbulence Model initially developed for incompressible
but variable density flows. Two different test cases were
simulated using the same mnjector and chamber geometry
shown in Fig. 1. A transcritical and a supercritical case
were simulated and their conditions are shown in Table 1.
(supercritical pressure but
subcritical temperature) corresponds to the case number
3 by Mayer et al. (2003) and the supercritical simulation to
the case 4 of the same researcher. The only difference
between the transcritical case and the supercritical case 1s
the injection temperature that 1s lugher in the second case,
however, this difference is enough to place them in two
different the rmodynamic regimes. The modeled cases
were then compared with the experimental data by
Mayer et al. (2003) and the large eddy simulations by

The transcritical case

Table 1: Conditions of the test cases

Conditions Case 3 transcritical Case 4 supercritical
Chamber temp erature (K) 298 298

Chamber pressure (MPa) 397 3.97

Injection temperature (K) 126.9 137

Tnjection velocity (m/sec) 4.9 54

oo (kg/r) 435 171

p.. (kg/m?) 45.5 45.5

w 0.1046 0.2661

Constant temperature wall

y

Adiabatic wall =

Gaseous nitrogen Outlet =

Cold nitrogen —
h.

S e jmimmim -

A

D =122 mm

Axis of symmetry

d=22mm

A
A4

L =250 mm

Fig. 1. Chamber geometry

Schmitt et al. (2009), Jarczyk and Pfitzner (2012). These
two tests in combination with the knowledge obtained n
previous researcher are expected to give a better insight
into the injection phenomenon performed at conditions
close to critical. Such an analysis is crucial to obtain more
clues about whether the strategies adopted to model
these flows are accurate enough.

MATERIALS AND METHODS

For the current investigation, the mathematical
model and numerical approach followed the same line
already used by Barata and Silva (2003) and in previous
(Antunes ef al., 2011). This method is described in great
detail by Sanders et al. (1997). In Sanders’s publication is
described a second order model for which differential
equations are used for the calculation of reynolds
stresses and a first-order (k-g) Model. In the current work
only the first order model was employed.

Governing equations: The method originally developed to
solve variable density jet flows is based on the solution
of the conservation equations for momentum and mass.
Turbulence 1s modeled with the “k-£” Turbulence Model.
A similar method has been used for three-dimensional or
axisymmetric flows (Antunes et al., 2011; Barata and Silva,
2003; Sanders et al., 1997) and only the main features are
summarized here.

In the conservation equations, mass weighted
averaging 1s applied to avoid the appearance of many
terms involving density fluctuations for which additional
models are needed. A favre averaged or mass weighted
averaged, quantity 1s defined as:
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For the governing equations, the standard parabolic
truncation 18 employed. The mass averaged partial
differential equations governing the steady, varable
density axisymmetric flow may be written in cylindrical
polar coordinates as:

BﬁUU 10puv _ dp 18rpuv (2
ax r o ox 1 or
GPUV 1PV _ 3P 1aipyy 6“’" (3)
ox 1 o ax 1 o T
and the continuity equation as:
gy 1PV )

dx 1 or

To describe the mixing of gases, the mixture fraction
F that represents the mass fraction of the nozzle fluid 1s
mtroduced. It obeys a convection-diffusion equation of
the form:

9pUF  10rpVF _ 1 Ipyp (5)
oax roor r oor

In “k~¢” Turbulence Model, the Reynolds stresses
are expressed in terms of the local strain rate:

o, 0,
_pu uJ —p(v +V){¥]+¥J_
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With:
2
v=c & (7

The scalar flux m Eq 5 i1s approximated with a
gradient transport assumption:

np=. Y o (&)
! G, 0%

From the foregoing, we can deduce the parabolized
set of equations m cylindrical coordinates where the
generalized equation 1s:

d 10 a¢ 9

R R L

Where:

$ = May stand for any of the velocities, turbulent
kinetic energy, dissipation or scalar property

S, = Take on different values for each particular ¢ as
described in detail by Sanders et af. (1997)

To obtain the mean density an equation of state
based on the Amagat’s law is employed using the
mean mixture fraction. With constant pressure this leads
to:

; FLLIF (10)
PP P

where, density fluctuations have been neglected. This 1s
allowed in isothermal jets because the instantaneous
density for which Eq. 10 1s exact 1s approximately a linear
function of the instantaneous mixture fraction (Barata and
Silva, 2003).

Numerical method: The govermng equations are solved
using a parabolized marching algorithm similar to the one
reported m the (elliptic) TEACH code (Sanders et af.,
1997). The computations are performed by using the
continuity equation to obtamn the radial Velocity (V). In
fact, it has been found Sanders ef al. (1997) that using the
radial momentum equation for V and solving a pressure
correction equation for V in radial direction did not result
in any difference when compared with the use of the
continuity equation. In this approach, the numerical model
was applied to variable density jets and for the present
case 1t was used for the study of liqmd cryogemc jets
under sub-near critical pressures and sub to supercritical
temperatures.

In order to determine the tangent of the jet spreading
angle, the Half Width of Half Maximum of the density
(HWHM of density) 1s used.

Computational grid: The flow configuration cen be
observed in Fig. 1 with the cold nitrogen being injected
through a round injector with 2.2 mm of diameter into a
cylindrical chamber with a diameter of 122 mm and a
length of 250 mm. The boundary conditions are well
described in the same Fig. 1 with the imposition of a
constant temperature wall in the north boundary, an
adiabatic wall at the west boundary and the outlet
condition exists i the east boundary. For this numerical
approach and since the flow is axisymmetric, it was only
modeled half of the domain seen in Fig. 1 and thus
the south boundary is the symmetry axis. Therefore, the
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Fig. 2: Grid size dependency test based on the axial
density distribution

numerical domaimn becomes 250 mm long and 61 mm width.
A grid was used with 150 points in the axial direction and
65 points 1n the radial direction making a total of 9150
points.

In the construction of the grid, care was taken in
order to assure that the defined computational domain
was always kept independently of the size of the grid.
Also, a higher refinement was introduced close to the
mjector where higher variable gradients are expected and
biggest interest exists for the current investigation. The
grid follows a constant expansion m the axial direction
with the initial length size of the control volume being
defined by the expansion rate and number of points
imposed. For the radial direction, the initial distance
between knots 1s kept contact during all the injector width
and then follows a constant expansion until reaching the
north boundary.

Because a new grid was used and no other previous
works had used it before, a grid dependency test was
performed. The axial density distribution was used to test
the grid dependency of the computations. Figure 2
compares the evolution of the density distribution along
the symmetry axis for 3 different grid sizes. With a grid
size of 106x46 points, approximately half of the size in
number of points, the results are already very close from
those obtained from the used grid (150=65). And for the
grid with approximately twice the size in number of points
(212x92) the difference is negligible. Tt can be concluded
that for the used gnid size the results do not depend on
the grid size.

RESULTS AND DISCUSSION

The numerical results obtained in the present
research are presented in this section. To assess the
accuracy of the simulations performed, the results are
compared agamst the experimental data by Mayer et al.
(2003) and large eddy simulations carried out by

Schmitt et al. (2009), Jarczyl and Pfitzner (2012). A
discussion is also provided in order to reach the
conclusions exposed in the next section.

Figure 3-5 shows the velocity, mixture fraction and
density fields, respectively for
supercritical cases. Tts allow us to obtain a general picture
of the flow geometry. As said before and lughlighted in
Table 1, the two test cases only differ from each other in
the mjection temperature (and consequently the iyection
density) and velocity while the chamber conditions remain
the same for both cases. Nevertheless, this difference in
the iyjection temperature between the two cases 1s
enough to position them m different thermodynamic
regimes. In the transcritical case, the pressure in
supercritical while the temperature is subcritical while for
the supercritical case both pressure and temperature are
supercritical.

Comparison between both cases shows very similar
jet structures. Nevertheless, the supercritical case
presents a faster reduction of the density and mixture
fraction value than the transcritical case.
conclusions are obtained in the previous studies of
Schmitt et al. (2009), Jarczyk and Piitzner (2012) with the
LES visualizations showing similar vanations between the
two cases. These results also suggest the existence of a
smaller potential core for the supercritical conditions
shown in case 4. This characteristic, in particular will be
discussed later.

Figure 3 shows the velocity fields obtained in each of
the simulations performed. Tt is visible in both cases the
appearance of an entrainment close to the iyjector exit
with ambient mtrogen being pulled into the jet stream.
This phenomenon appears to be slightly more intense in
transcritical regime even having a slower injection
velocity. This is probably due to the higher jet momentum
caused by higher mjection fluid density. It is also visible
that farther away from the injector, the velocity vectors
are bigger in the transcritical case than in the supercritical
due not only to the higher injection velocity but by the
higher fluid density. The injection density appears to be
determinant to the distance that a jet can reach.

In Fig. 4, the mixture fraction fields are shown for test
both tested cases. The unages show a high concentration
of imected fluid close to the injector exit which decreases
as the distance to the injector in both radial and axial
direction Comparison between the two
cases shows a faster decrease of the mixture fraction
along the jet in supercritical conditions than in
transcritical. However, it is important to note that this
faster decrease does not mean an enhanced mixture of
the jet flmd with the chamber fluid. In fact there

are mgher mixture fraction gradients at supercritical

transcritical and

Similar

increases.
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Fig. 3: Velocity field of the jet for: a) transcritical and b) supercritical conditions

conditions. Close to the injector the mixture fraction
quickly decreases in value but then m the rest of the
mjection chamber, the domain is dominated by mixture
fraction values bellow 0.5. In the transcritical case, even
though it evidences a slower decrease of mixture fraction
and bigger penetration of injection fluid (apparently
showing a slower mixture at the beginning of the jet) an
mncreased mixture 1s still visible as the mixture {raction
values close to 0.5 are found in most of the domain. These
results of the apparently mcreased mixture in the case
with smaller temperature and at which the difference
between injection density and chamber density is higher
can be considered in some way surprising.

The density fields are shown m Fig. 5. Again the
results show similar jet structure for both cases. The
transcritical case, however, shows a longer dense core
than the one observed at supercritical conditions. Having

the transcritical situation a higher density gradient
between injected and chamber fluid and a lower iyection
velocity, one could expect it to have a shorter dense core
as well as a smaller jet penetration than supercritical casa.
However, the opposite occurs. The explanation found by
the researchers of the present study is that the fluid
density due to its influence in fluid momentum, rules the
jet dynamics. Although, the jet in transcritical conditions
has a slower mjection velocity, it has in fact, a lugher
momentum which results in a bigger penetration
length.

The higher jet momentum is also responsible for the
more intense entrainment at the jet exit in this case. The
entrainment phenomenon is important for the fluid
mixing. This explains the enhanced mixing at transcritical
conditions when compared to supercritical. These
results obtained by the present numerical approach are
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Fig. 4: Mixture fraction field of the jet for: a) transcritical and b) supercritical conditions

corroborated n the LES results by Schmitt et af. (2009)
where case 3 also shows a longer jet length and a denser
core than case 4.

The results obtained by the velocity and scalar fields
also give us the evidence that the jet behavior is mostly
dominated by the convection terms while diffusion plays
a minor role. In turm, convection 1s mostly dominated by
the density. The calculation of density appears this way
as a key factor in the modeling of this kind of flows.

The axial density distributions of transcritical and
supercritical cases are shown in Fig. 6 and 7, respectively.
The present numerical model 13 evaluated against
experimental and numerical results of other researcher.
Potential core length 1s one mmportant characteristic of a
jet, generally used by other researchers to help to

quantify it. Schmitt ef al. (2009) defines the potential core
length as the axial distance at which the centerline density
is 99% of the injected density. Generally, potential core
length is expressed in multiples of injector diameters. ITn
the present investigation, it was decided to use the same
defimtion of potential core already used by Schmitt et al.
(2009).

The results obtained for the transcritical case m the
present investigation show a potential core of 11.8
injector diameters. It is longer when compared with the
results of other researchers. Schmitt et al. (2009) for
example shows a potential core length of 7.9 diameters,
where as Jarczyk and Pfitzner (2012) identifies a length of
around 9 diameters. The large eddy simulation performed
by Schmitt et l. (2009) shows the best agreement with the
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Fig. 5: Density field of the jet for: a) transcritical and b) suppercritical conditions
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Fig. 6 Axial density distribution for transcritical case and
comparisons with different researcher’s results
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Fig. 7: Axial density distribution for supercritical case
and comparisons with different researcher’s results
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experimental data from all the numerical approaches. The
large eddy simulation by Jarczyl and Pfitzner (2012)
overestimates the value of the density for a large range of
the visible domam from the potential core and only
getting closer to the experimental values at an axial
distance of around 25 jet diameters. The current approach
after clearly overestimating the potential core gets closer
to the expenimental data for a distance of 15x/D, however,
diverges from the experiments after 17x/D. The results are
nevertheless in line with the other investigations. The
same kind of centerline density distribution profile was
obtained for supercritical conditions in Fig. 7. The
potential core obtained of around 7.8 diameters is bigger
than the one obtained with the two LES results which are
5.1 diameters in the work by Schmitt et al. (2009) and
around 6 jet diameters for Jarczyk and Pfitzner (2012).
Analyzing experimental data by Mayer et al. (2003), there

is little amount of evidence of the existence of a potential
core for this test case. For the supercritical test case, the
numerical approach published by Jarczyk and Pfitzner
(2012) provides the results with the closest agreement
with the experimental data. The numerical results by
Schmitt et al. (2009) under predict the density value at the
centerline for all the visible domain with the exception of
the points closest to the ijector. The results of the
present approach after the overestimation of the potential
core under predict slightly the density value, gives,
however, closer results to experimental data than
Schmitt et al. (2009). Further, away from the mnjector the
current results reach total agreement with the data from
Schmitt.

Figure 8 and 9 show the radial density distribution of
three different axial distances for transcritical and
supercritical cases, respectively. Figure 8a-c illustrate

450 (a) 4504 (b)
o
400 4 — Present work 400 4
® Experimental results of Mayer/2003 ™ 0..
3501 350
3001 300 1
2501 2501
a
200 4 200 1
150 150 1
1004 100 1
504 * ® 0o o 0000 (Y1) 50 1
0 T T T 1 O T T T 1
450 7
(©
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3504
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a
200 1
150 -..
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100 1 %e
T e ——
504 ® e o0 o
0 T T T 1
0 0.5 1.0 1.5 2.0
/D

Fig. 8: Radial density distribution for transeritical case: a) x/D = 1.2; b) /D = 5 and ¢) /D = 25
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Fig. 9: Radial density distribution for supercritical case: a) x’D = 1.2, b) /D = Sand ¢) x/'D = 25

the axial distance of 1.2, 5 and 25 injector diameters,
respectively. Figure 8a shows quite good agreement with
experimental data by Mayer et al. (2003). For the same
axial distance for supercritical conditions in Fig. 9a, the
agreement 1s also good showing even an interception of
experimental and numerical data during some range of the
domain. For the axial distance of 5 x/D in case 3, Fig. 8h,
the experimental data show a decrease of density close to
the centerline that 1s not observed m the current results.
These results are naturally attributed to the longer
potential core, obtained in the current approach which
have already been visualized in Fig. 6. Farther away from
the centerline the numerical results find much closer
agreement with the experiments. For the same case in
Fig. 8¢ at an axial distance of 25 x/D, the agreement
obtained 1s not as good, since the numerical results are
not able to replicate the flattened bell shape of the

experimental data which shows an almost constant value
of density along the radial direction with only a slight
decrease. For supercritical case, it can be observed that
the results follow the same trend of case 3 and a similar
agreement 15 expected. The comparison between present
results and experimental data shows a fair agreement
between both with some differences identified further
downstream in the domain, showing some difficulty of the
current approach to provide correct values of density in
this zone. The spreading angle of the jet is one of the
most important parameters available to the use of a
researcher when his objective 1s to characterize a jet. In
order to determine the spreading of a jet, it becomes
necessary to define the radial border of it Several
researchers including those cited in the present study by
Jarczyk and Pfitzner (2012), Schmitt ef al. (2009) assume
that the border of the jet 13 in the radial position where the
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Table 2: Results of jets spreading rate

Variables Oschwald (2002) Mayer et al. (2003) Schmitt et ¢, (2009) Present work
Transcritical case 0.206 0.196 0.227 0.316
Supercritical case 0.312 - 0.241 0.310

density 1s the average between the meaximum value
(located in the centerline position at the same axial
distance) and minimum value (the chamber density). This
15 how the Full Width of Half Maximum of density
(FWHM of density) is defined. Tn the research by
Schmitt ez af. (2009) the tangent of the spreading angle of
density was obtained by linear mterpolation of the
FWHM of density between x/D = 15 and x/D = 25. Tn the
present work, it was decided to use the exact same
method.

Figure 10 shows the FWHM of density for test case
at transcritical conditions obtained in the present research
and 1s compared against the Raman measurements by
Mayer et al. (2003). Tt can be observed that the numerical
results obtained in the present work follow a sumilar trend
as the one obtained mn the experimental data. The chart
initially shows a decrease of the half width that extends
up to 10x/D i the experimental data whereas m the
present numerical data it decreases until approximately
12>/D but always with a smaller width than in the
experimental data. After this point, the half width of the jet
starts increasing, showing that the jet 1s spreading. The
observed numerical spreading rate is very much in line
with the Raman measurements. The values of the tangent
of spreading angle using the FWHM of density are
expressed in Table 2 for the experimental data by
Oschwald (2002) and Mayer ef al. (2003) the large eddy
simulation by Schmitt et @l (2009) and the present
research. At transcritical conditions a jet spreading rate
tagent of around 0.2 is obtained by the two experimental
works. The large eddy simulation by Schmitt e# al. (2009)
provides a slightly large value of spreading rate but still
closer the value obtained by the present approach.

Figure 11 shows the FWHM of density for the
supercritical case. For this case there were no available
experimental data from the raman measurements by
Mayer et al. (2003) and for this reason Fig. 11 only shows
the results obtained mn the present research. In the chart,
it is possible to observe at the beginning of the jet a very
slow decrease of the jet width until an axial length of
around 8x/D. After this mark, there is an increase of the jet
width following a tangent of the spreading angle of
around 0.310. The results provided in Table 2 shows that
for this case the present approach provides a spreading
rate in very close agreement with the experimental data
by Oschwald (2002) clearly outperforming the results
obtained by Schmitt et al. (2009) with their large eddy
simulation which under predict the value of the tangent of
the spreading rate.

— Present work
3.5 ® Experimental results of Mayer/2003

FWEM of density (/D)

Fig. 10: Half width of half meximum of density for
transcritical case and comparison with
experimental data by Mayer et al. (2003)
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0.5 1

0 L) T T T T 1
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Fig. 11: Half width of half maximum of density for
supercritical case

CONCLUSION

Aiming to study, evaluate and develop numerical
methods for more accurately describing the injection
process around and beyond critical conditions, a
numerical approach-origmally designed to model gaseous
jet flows with different densities and used m previous
works to study the jet spreading angle for different
density ratios-has been evaluated to model cryogenic jets
at thermodynamic conditions near critical. As part of the
task 1s also the goal of attempting to identify and later
integrate the needed modifications to the numerical
approach in order to make it more suitable to simulate the
flows of mterest.

To validate the present numerical approach, the
results were compared against the experimental
data reported by Mayer et al. (2003) as well as two
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computational results performed under LES techniques
(Schmitt et af., 2009, Jarczyk and Pfitzner 2012) for two
test cases. For the axial density distribution, the numerical
results obtained in the present investigation show
acceptable agreement with experimental results by
Mayer et al. (2003) with comparable results to those
obtained by the LES investigations (Jarczyk and Pfitzner,
2012; Schmitt et ai., 2009). However, difficulties still arise
in the calculation of a correct length of the potential core.
Fairly good agreement was found for the radial density
distribution with the results corroborating much of what
was concluded in the axial density distribution. Close
agreement with experimental data is achieved for the jet
spreading rate. For the transcritical case the results are
very comparable with experimental and not very far from
the results provided by the large eddy simulation
approach by Schmitt ef al. (2009) which 1s a much more
computationally expensive approach. For the supercritical
case the present approach provides the closest agreement
with the experimental data by Oschwald (2002) the large
eddy simulation by Schmitt et al. (2009) isn’t table to
reach a similar level of agreement at a much higher
computational cost.

There has been a trend, between researcher
investigating jet at conditions near critical to use a real
gas equation of state to calculate the density (Jarczyk and
Pfitzner, 201 2; Oschwald, 2002; Park, 2012; Schmitt et «i.,
2009). In the present numerical approach, the mean
density 1s calculated by an equation of state that 1s a
linear function of the mixture fraction. As stated above
this method of calculation of density is allowed in
1sothermal jets. However, in the present test cases, one 1s
not in the presence of isothermal gases so this method of
calculating density can be one of the main causes of the
discrepancies that still exist in density determination for
mstance in the calculation of potential core length. The
use of this simplified method of calculating density is
justified in the present approach by the objective of
evaluating the potential of this method before departing
to different techniques more suitable of producing more
accurate results.

Transcritical and supercritical jets are known to be
highly transient and very sensitive to small and local
changes of temperature and pressure (Bellan, 2000).
Reynolds or favre averaged navier-stokes methods, unlike
LES, only use the average terms of velocity, pressure,
temperature, etc. These approaches lead to the neglecting
of the small fluctuations in transeritical and supercritical
jets which can have a huge impact on the flow behavior.
This reality could i fact also be one of the causes for
incapacity of the present numerical approach to provide
accurate predictions of the studied jet spreading
angle. However, Park (2012) in his LES and RANS
investigation, concluded that the suitable adoption of an

equation of state is more decisive than the selection of
turbulence model for the numerical performance.
According to park, the potential core length is linked with
the existing pseudo-boiling region. The pseudo-boiling
region can be defined as the prolongation of the
gas/liquid phase-change line and corresponds to a
maximum of constant-pressure heat capacity at constant
pressure (Petit ef al., 2013). Thus in order to ba able to
provide a correct prediction of the jet potential core one
must be able to correctly predict the fluid properties
at the transition between transcritical and supercritical
conditions.

RECOMMENDATIONS

Future investigations will be focused on the
integration of a real gas equation of state into the present
numerical formulation providing to the model a different
method for density calculation. With these changes, the
researchers expect to improve the agreement with
experiments for the transcritical injection case while
keeping the same level of agreement already achieved for
the supercritical outperforming more expensive large eddy
simulations.
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NOMENCLATURE

Coefficient in turbulence model

Tnjector Diameter (m)

Dissipation rate of turbulent energy

Mixture fraction

Mean mixture fraction

Axial direction index

Radial direction index

Turbulent kinetic energy

Generalized variable

Chamber-to-injection fluid density ratio (pe/py)
Critical Pressure (MPa)

Charnber ambient Pressure (MPa)

Reduced Pressure (P==/P,,)

Density (kgm™)

Injected fluid density kg.m™)

Injection chamber’s fluid density (kg.m™)
Radial coordinate (i)

Radial Distance normalized by injector diameter
Injector radius (m)

Reynolds number

TEe m— o Hee On

PEE PR
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w2
k-3

Source term

Time (s)

Temperature (K)

Axial velocity (m.s™)

Mean axial velocity (m.s™")
Injection axial velocity (m.s™!)
Radial velocity (m.s™!)
Turbulent kinematic viscosity
Mean radial velocity (m.s™)
Axial coordinate (rm)

Axial Distance normalized by injector diarmeter

M<S<EC‘C‘!= =

4
=}
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