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Abstract: Now a days, Conjugate Gradient (CG) has been a subject of extensive research by many researchers.
In this study, a new CG method has been proposed. This new CG coefficient, P, is compared to other four CG
methods n their capabilities to solve fifteen selected test fumctions with different number of variables. The
algorithm 1s established under exact line search and computed via Matlab R2012. This new method should
possess the sufficient descent and global convergence properties. The results are interpreted into performance

profile by using sigmaplot.
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INTRODUCTION

The general unconstrained optimization problem 1s
defined by the following rule:

min f (x) (M
Where:
f: R*R = The continuously differentiable
RrR® = Ann-dimensional euclidean space

It 13 commonly solved by iterative method defined as
follows:

X =X,1a,d k=12, 2
Where:
x, = The current iteration point

>0 = The stepsize

The most common approach to determine the ¢, 1s
the exact line search which 1s written as:

fix, +o,d, )= mi}} f(x, tad,) 3)

Recently, most researchers tend to use the mexact
line search as some of them believe that the exact line
search is much slower. This problem can be overcome by
using new generation of faster computer processors. The
basic search direction of Conjugate Gradient (CG3) method,
d, is described as:

if k=0
if k=l

_ B
-g, +Budy

d 4

for which we have g, = VI (x,) at the point x, while B,cR is
a scalar known as the CG coefficient. The conjugate
gradient method can be categorized mto classical CG,
spectral CG and hybrid CG. The classical CG method 1s
proposed by Hestenes Stiefel (HS) in 1952, Another CG
method has been developed by Fletcher Reeves (FR) in
1964, Few years later, a new CG method has been
introduced by Polak Ribiere (PR) in 1969. Then, Fletcher
again established Conjugate Descent (CD) in 1987:

HE _ gi (gk_gk—l )

) (gk_gk—l )T dyy ,
T
ER _ gkgkz ) (5)
”gk-l
PR _ g (gk'gk—l)
- ]
e
oo _ gggk (6)
’ dg—lgk—l

All these older versions of CG methods above
can be found by Hestenes and Steifel (1952), Fletcher and
Reeves (1964), Polak and Ribiere (1969), Fletcher (1987),
respectively. Some examples of the CG methods by
current researchers are listed:
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These two methods of CG (Syarafina Mustafa Rivaie
(SMR) and Syazni Rivaie Mustafa (SYRM)) can be
referred by Mohameda et al. (2016) and Shoid et al.
(2016), respectively. Another recent ones can be referred
by Khadijah et al. (2016), Rivaie et al. (2015}, Ghani et al.
(2016), Hajar et al. (2016), Shapiee ef al. (2016) and
Zull et al. (2015). Besides, Khadijah et ol. (2016), Hestenes
and Steifel (1952), the other CG methods have been used
1n this study:

oo _ B8 Biey) @)
|d
ol o el
WYL _ H k IH (8)
k
|

The methods of CG, Rivaie Mustafa Tsmail Leong
(RMIL) can be referred by Rivaie et al. (2012) while
Wei ef al. (2006) explains on We1 Yao Liu (WYL).

MATERIALS AND METHODS
New conjugate gradient coefficient: In this study, we

propose a new [3, which is known as "%, where LAMR
denotes Linda, Amni, Mustafa and Rivaie as:

g};(igk gkl}
LAME _ Hdk 1 H )]
‘ .

T, -5 ° el

o -
The algorithm is given as follows:

*  Step 1: Imtialization. Given x;, setk =0

¢ Step 2: Compute P, based on Eq. 5-9

¢ Step 3: Compute d, based on Eq. 4. If ||g,/|, then stop
*  Step 4: Compute ¢, based on Eq. 3

*  Step 5: Updating a new pomt based on Eq. 2

+  Step 6: Convergence test and stopping criteria

If f(x,.)<f(x,) and ||g,||<& then stop. Otherwise go to
Step 1 with k = k+1.

Convergence analysis: The convergent properties of

MME will be studied in this study. A good algorithm
should fulfill the sufficient descent and global
convergence properties.

Sufficient descent condition: For the sufficient descent
condition to hold:

T
gy

H2 for k=0 and ¢>0 (10)

The following theorem shows that the LAMR holds
the sufficient descent condition.

Theorem 1: Suppose that assumption 1 holds true.
Consider a CG method of P, Eq. 9 and the search
direction given as Eq. 4 and the stepsize ¢, is determined
by using exact line search, then the sufficient descent
condition (10) holds for all k=0.

Proof: If k = 0, then it is clear that g7y d; hence, Eq. 10
holds true. The following shows that for k=1, Eq. 10 will
also hold true. Equation 4 by g,

gyd, = gI(-gszerdk_J an
ggdk - ” +Bkgidk—l

For an exact line search, we know that g', d,., = 0. Thus:

gZ d, = _”gk”z

From there, we can see that g7, di, <-c||gy|* also holds
true for k>1. Thus, the proof 1s completed.

Global convergence properties: The CG algorithm with
the new P, is shown to be globally convergent under
exact line search. Firstly, this new [, will be
simplified. From Eq. 9, we know that:

i d
(|d1|(| £ 1” H gk—l} ||k1||||gk|| ~2:8
LAMR _ ! =
YT Rl I w g
= Foroal
d‘k
BII;.AMRS
Mud §
s —e
Hence, we obtain:
2
e < |8l (12)
)
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Assumption 1: f{x) is bounded below on the level set
1 = {x|f(x)<t(x,)} where x; is the initial point. Tn some
neighourhood, N of the level set 1, f(x) is continuously
differentiable and its gradient is Lipschitz continuous,
then, there exists a constant L>0 such that ||g(x)-g(y)|<L|x-
ylI| for vx, yeN.

The level set L. is convex. Positive constants ¢, and
cexists satisfying c ||z <z F(x)z<c)||7[* for all zeR" and
x€L, where F(x) is the Hessian matrix of f.

Lemma 1: Suppose that Assumption 1 holds true,
consider any d, of the form Eq. 4 and g, obtammed under
exact minimization rule for all k=0. Then, the following
Zoutendijk condition holds where:

EHgk” (13)

et

Proof: The proof can be referred by Zoutendijk (1970). By
using Lemma 1, the following theorem 1s established to
prove the global convergence of the new method with
exact line search.

Theorem 2: Suppose that Assumption 1 and Theorem 1
held true. Consider the CG method in the form of Eq. 2 and
4 with Eq. 9 as the P, in addition to the stepsize, «,
obtained by exact line search. Then:

hmHgk |=0or 2 ”ng - (14

o,

Proof: To prove this theorem, the method of contradiction
1s used. Firstly, suppose that there exists a positive
constant >0 such that:

]2 as
Squaring both sides of the equation, we obtain:

] =l 2By + B Jdn |

Since, g', dy. = 0 for exact line search, we have:

" = le [ Bl
Dividing both sides by ||g.|* gives us:

ol _leul” , Beldu
4
el el e

Substituting Eq. 12 into the equation, we get:
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From Eq. 10 and 13, we can define that g, d;, = -||jg./[.
Therefore:

1
o
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Since, ||g,]| =8, this implies that X1/||g,|*=0. Hence:

< Jd, ||2 SR 16
Sl a6)
= ledle

From Eq. 10 and 15, we know that g% d, = -g.f.

Since, gy~oo, consequently, d,-e. Therefore, we can

deduce that:

= Hng

This implies that which contradicts the Zoutendjik
condition. The proof is thus completed:

2 Hng

a
RESULTS AND DISCUSSION

In this study, the efficiency of the new method 1s
tested by a list of test problems as in Table 1. Besides, the
robustness of the methods can be tested using these
test problems. These test problems are taken from Andrei
(2011). A comparison was made with the other CG
methods, CD, HS, RMIL and WYL (5-8) under an exact
line search.

Four different initial points have been used starting
from a point which is closer to the solution point to the
point far away from the solution point. The selections of
the initial points are randomized as the best chosen
solution points should be based on the random
number generator. For additional reading (Hilstrom,
1977).

We consider € = 107° and terminate the calculations
when the stopping criteria, ||g,]|<107° has been fulfilled. All
the problems stated below are computed by Matlab R2012
subroutine programming. The iteration number and CPTJ
time are evaluated in order to compare the performance of
these CG methods.
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Table 1: A list of test problem

Test problems Variables Initial points
BIGGSB1 2 (10,109, (20,20), (30,30), (40,40)
Booth 2 (9.9), (18,18), (27,27), (36,36)
Leon 2 (3,3), (5,5), (8,8), (11,11)
Six hump 2 (2,2), (5,5), (99, (12,12)
Trecanni 2 (5,5), (10,10, (15,15), (20,20)
Extended Maratos 2,10 (7,....7), (16,...,16),

(27,....27), (32,...,32)
Raydan 2,10 (1,..,1),2,...2, G3,...,3), 4.5
Diagonal 4 2,10,100, (11,...,11), (22,...,22),

1000,10000  (33,...,33), (44,....44)
Extended DENSCHNB 2,10.100,  (3,....3), (7....,D),
1000,10000  (13,...,13), (19,...,19)
Extended Freudenstein  2,10,100, 2,...,2), (13,...,13),
and roth 1000,10000  (22,...,22), (33,...,33)
Extended Himmelblau  2,10,100, (10,...,10), (20,...,20),
1000,10000  (30,...,30), (40,...,40)
210100,  (2...2),(11,...,11),
1000,10000  (21,...,21), (32,...,32)
Extended Tridiagonal 1 210100,  (28,...,28), (32,...32),
1000,10000  (48,...,48), (36,...,56)

Extended Rosenbrock

FLETCHCR 210100,  (3,..3), (6..8), (9,..9,
1000,10000  (14,...,14)
Shallow 210100,  (2...2), (6.8, (9,..9),
1000,10000  (11,...,11)
10
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Fig. 1: Performance profile based on the iteration number
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Fig. 2: Performance profile based on the CPU time

The results based on the iteration numbers and CPU
time are described as shown in Fig. 1 and 2, respectively

via the performance profile introduced by Dolan and
More (2002). By this performance profile, the method
performance and the best method can be defined clearly.
By referring to both figures, the LAMR method has
proved to be robust as it solves all the test problems. This
new method is also comparable to HS and RMIL methods
1n term of number iterations and CPU time. Additionally,
1t 18 shown that LAMR performs better compared to CD
and WYL.

CONCLUSION

Based on the comparative study, it has been proven
that the LAMR method fulfills the sufficient descent
condition and the global convergence properties.
Eventhough the LAMR method is not the best method,
overall its results are comparable to that of the best
method which is the HS method in terms of iteration
number and CPU time. Hence, the LAMR method 1s
encouraging.
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