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Abstract: In this study, a new search direction for Broyden family method is proposed for solving
unconstrained optimization problems. The new search direction is develop by hybridization the two search
direction in line search method known as quasi-Newton and conjugate gradient method under certain parameter.
This method 15 popular as Broyden-CG method. The suggestion method has an attractive properties which 1s
its search direction 1s sufficiently descent direction at every iteration. Under mild conditions, the researchers

prove that the proposed method has global convergence.
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INTRODUCTION

Comnsider, the unconstrained optimization problems:

i (1)
min £{x)
and let f R*>R be continuously differentiable. The
Broyden’s method is an iterative method. On the 1+1 th
iteration, an approximation point x; and the 1+1th iteration
of x is given by:

Xi+l = X1 Jra'1d‘i (2)
where, the search direction, d, is calculated by:
d1 - _B;Ig(xi) (3)

which g is a gradient of f. The search direction must
satisfy the relation g',d,<0 which guarantee that d is a
descent direction of f (x) at x; Wocedal and Wright, 2006;
Byrd and Nocedal, 198%). Then the step size, «; in Eq. 2
was obtained using the Wolfe line search (Wolfe, 1971)
which is ¢>0 satisfying:

f(x)-f(x+ad;)=-8ag/d, 4
And:
og d,Sigx+a,d) d; -6,/

12— 1

where, 0<8<0,<l, 0<0,<te are constants. Then, the
sequence of =] is converged to the optimal point, X'
which minimizesl(ﬁ[an and Neumeann, 2003). The updated
Hessian approximation Eq. 3, require B; positive definite
and satisfying the quasi-Newton equation:

B1+151 - Y1 (5)
Where:

5= a1d'i (6)

¥ =8+ 8

The Broyden’s algorithm for
optimization problem uses the matrices B, which 1s
updated by Eq. 7:

Bss'B
Bi+1 — Bi_ 1TS1S1 1
s, By,

unconstrained

T
* yiry1 +¢'1(SiTBiSi)ViViT @)
5y

171

where, ¢ 1s a scalar and:

Bs
vi© PT"T“}
s, s Bs;

1

This algorithm satisfy the quasi-Newton Eq. 7. The
choice of the parameter ¢ is important, since it can greatly
affect the perfomance of the method (Xu, 2003).
When ¢, = 0in Eq. 7, we obtain the DFP algorithm and
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¢, = 0 we get the BFGS algorithm. But, Byrd and Nocedal
(1989) and Byrd et al. (1987) extended his result to ¢ €
(0, 1) based on Chong and Zak (2001) the Broyden’s
algorithm 1s one of the most efficient algorithm for solving
the unconstrained optimization problem.

MATERIALS AND METHODS

The Broyden-CG algorithm: The modification of the
quasi-Newton method based on a hybrid method has
already been mtroduced by previous researchers. One of
the studies is a hybridization of the quasi-Newton and
Gauss-Siedel methods, aimed at solving the system of
linear equations by Ludwig (2007). Luo et al. (2008)
suggest the new hybrid method which can solve the
system of nonlinear equations by combiming the
Quasi-Newton method with chaos optimization. Han and
Newman (2003) combine the Quasi-Newton methods
and Cauchy descent method to solve unconstrained
optimization problems which is recognised as the
Quasi-Newton-SD method.

Hence, the modification of the Quasi-Newton
method by previous researchers spawned the new
idea of hybridizing the classical method to yield the new
hybrid method such as by Han and Neumann (2003) and
Ibrahim et al. (2014). Hence, this study proposes a new
hybrid search direction that combines the concept of
search direction of the quasi-Newton and CG methods. It
vields a new search direction of the hybrid method which
15 kmown as the Broyden-CG method. The search direction
for the Broyden-CG method is:

-B;' i=0
di — i g1 1 (8)
-B'g, (g +B8d,) i=1

T
where 1=0 andﬁk = M’gkl) :
T
gedy.,

Hence, the algorithm for the the
Broyden-CG method will be armranged as follows
(Algorithim 1):

complete

Algorithm 1; Broyden-CG method:

Step 0. Given a starting point x; and Hy = 1, Choose values for s, $ and o
seti=1

Step 1. Temminate i |g (x| <10° or iz 10000

Step 2. Calculate the search direction by Eq. 8

Step 3. Calculate the step size o by Eq. 4

Step 4. Compute the difference between s = x-x and ¥, = g2y

Step 5. Update H,, by Eq. 7 to obtain H;

Step 6. Seti=i+1 and go to Step 1.

RESULTS AND DISCUSSION

Global convergence: Throughout this study, we assume
that every search direction d, satisfied the descent
condition:

g'd <0

for all 12 0 If there exists a constant ¢,;~0 such that:
g'd <c : &)

1

2

for all 10 then the search directions satisfy the sufficient
descent condition which can be proved in Theorem 3.2.
Hence, we need to make a few assumptions based on the
objective function:

Assumption 3.1:

e  H;: the objective function f is twice continuously
differentiable

» H; the level set L 18 convex. Moreover, positive
constants ¢; and ¢, exist, satisfying:

C, H2H2 <z F(x)z<g, ||ZH2

for all zeR" and x€LL where f (x) 1s the Hessian matrix for f

¢ H.: the Hessian matrix is Lipschitz continuous at the
point x that 1s there exists the positive constant c,
satisfying:

|0 g <, fx x|

for all x in a neighbourhood of x".

Theorem 3.1 (Byrd and Nocedal, 1989; Byrd ef al.,
1987): Let {B} be generated by the Broyden family’s
Eq. 7 where B, is symmetric and positive definite and
where v"s>0 for all i. Furthermore, assume that {s,} and

{y;} are such that:

(.G )s,]
S

<E. (1 0)

1
1

for some symmetric and positive definite matrix G(x") and
for some sequence {g;) with the property ¥~ = < . Then:

||(BI-G*)d1

lim =0 (11)
1—pen

1

and the sequence {|B;|}, {|B"|} are bound.
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Theorem 3.2: Suppose that Assumption 3.1 and Theorem
3.1 hold. Then condition Eq. 9 holds for all i=0.

Proof: Equation 9 we see that:

+(s8.) s /g?dl,l)dl,l)
=-o'Blg,m(-ee +((28.) 2 /800, )T,

=B'g, (28

&7d, = g/B/g me

Based on Powell (1977), g'g, >¢fg | withe =(0, 1) then:

)

gld, = 7B g, (e
<,

<c

5

|gi|2

2
2| Ne

where, ¢, = -(A+ne) which is bound away from zero.
Hence, ¢'d, <c |g,|* holds. The proofis completed.

Lemma 3.1: Under Assumption 3.1, positive constants @3,
and ©, exist such that for any x, and any d, with g";d <0,
the step size o produced by Algorithm 1 will satisfy
either:

T 2
T4

fix +a.d ¥ <-m, (& 12) (12)
d

1

f(x+ad)f<w1g d,

Proof: Suppose that ¢;<1 which means that Eq. 4 failed for
a step size ¢ <@/t

f(x,+ad, M (x,) <ma’gld, (13)
Then, by using the mean value theorem, we obtam:
fix;,  -10x;) =

g (X1+1 1)

where 8 = VI (X) for some X € (x, x.,). Now by the
Cauchy-Schwartz mequality we get:

BT, %) =g (%, x)+(Be ) (X))
= g7, x0+ g8 G )

<g (X1+1'X )+P'

<g (adi)+pHa dH
<g'(ad)tu(a’

417 1

¥

Thus, from H;;:

(w-1)a'e]d, <a'(gg) d <M

which implies that:

T
, -2 d
o, = to >t(1-m)L
M(o!

Substituting this into Eq. 13 we have f(x o’ d)-f
(XI)SCZ _ngdl

(ccla}
where, ¢, = T (1-@)/M which gives Eq. 12.

Theorem 3.3 (global convergence): Suppose that
Assumption 3.1 and Theorem 3.1 hold. Then:

lim|g,[[" =0

Proof: Combining descent property Eq. 9 and Lemma 3.1

gives:
4
Eiz oo (14)
1=0 d1
Hence, from Theorem 3.2 we can define that

[d.| <-cllg;]. Then, Eq. 14 will be sunplfied as EH <
Therefore, the proof 1s completed.

CONCLUSION

In this study, we propose a new search direction of
Broyden family method based on hybndization of
quasi-Newton and conjugate gradient’s search direction.
Regarding theorem and lemma in previous section show
that the search direction possesses the sufficient of
descent condition. Hence, the global convergence of
Broyden-CG method with Wolfe line search rule is
proven. Our further interest is to try the suggested
method to solve the large scale of unconstrained
optimization problems in matlab programming and
compared with classical Quasi-Newton methods in term of
number of iteration, number of function evaluation and
CPU-time.
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