Tournal of Engineering and Applied Sciences 11 (5): 1113-1121, 2016

ISSN: 1816-949%
© Medwell Journals, 2016

Proposing an Intrusion Detection System in Energy-Aware Wireless Sensor
Networks Using Neural Networks and Fuzzy Logic-Based Genetic Algorithm

'Beheshti Asl. Azam and *Ghaffari. Alil
'"MA graduate in the Architecture of Computer System, Department of Computer,
Faculty of Engineering and Technical Sciences, Islamic Azad University, Tabriz Branch, Tabriz, Iran
Assistant Professor, Department of Computer, Faculty of Engineering and Technical Sciences,
Islamic Azad University, Tabriz Branch, Tabriz, Tran

Abstract: This study proposes an Intrusion Detection System (IDS) m Wireless Sensor Networks (W SNs)
which is aware of energy at the sleeping and awake times of the network. Different systems are used for
detecting intrusion which are capable of training, classification, clustering, testing and evaluation through the
help of various algorithms and combinatory modes. In this study, a combination of probabilistic neural
networks and fuzzy-logic based genetic algorithm was used. The proposed method was simulated using KDD99
dataset. The statistical analysis of the mmplementation and simulation results indicated that the proposed

method has higher efficiency than the earlier methods.

Key words: Wireless Sensor Network (WSNs), Intrusion Detection System (IDS), probabilistic neural networle,

genetic algorithm, fuzzy logicl

INTRODUCTION

As a result of technological advances, WSNs has
had remarkable developments. Due to the high application
and use of WSNs in different sciences such as geology,
traffic control, military and security fields, agriculture,
medicine, etc., different applications have been produced
on the structure of these networks. One significant issue
and challenge regarding WSN3s is related to their security
when they have low-energy resources, low memory and
calculations. In recent years, numerous research studies
have been conducted on the expansion and development
of network and nodes’ life time, reduction of energy
consumption, data transmission speed, service quality
and security. One highly notable challenge in WSNs 1s
security which occurs in the network layer. The objective
regarding network security is to find the problems
which are related to security such as intrusion and its
elimination.

A WSN consists of several sensor nodes which are
in charge of collecting and processing data from network
environment. Sensor nodes consist of three parts:
sensors, information or data processing and data
exchange in a wireless format in the network. Due to the
low capacity of smart sensor nodes, especially the
limited capacity of battery, processor, memory and the
unfavorable development environment of sensor network,
L.e., poor mfrastructure, lack of network mamtenance and
so on, problems involving the energy consumption and
security of WSNs have significantly increased as a result,

researchers have recently begun to propose new methods
for addressing and managing these challenges and
problems (Stankovic, 2006).

The increase and expansion in using WSNs in
various functional programs in violent and hostile
environments, care environments and inaccessible
environments require users to pay more attention to
security and efficiency in comparison to networks m other
enviromments. The shortage of resources, development
and the particular scales of wireless sensor networks have
made secure and safe communication into a critical issue
and challenge. Since, the initial investigations in WSNs
have focused on energy exploitation, security diagrams
should balance their security features with regard to the
required computation and calculation overheads for
executing them (Ahmed ef al., 2007).

As far as security schemes have not been able to
achieve privacy, authentication and accuracy in critical
applications and programs, a secure and stable
infrastructure will be needed. Network survival refers to
the ability to fulfill a mission despite the presence of
attacks or failures. In vielent and hostile environments,
the information exchanged between the two sides might
include highly critical data which should be protected.
Hence, it can be maintained that the research on efficient
security of WSNs has been regarded as a hot 1ssue for the
last decade.

Now a days, security 1s considered to be one of the
most important issues which is extensively discussed in
the realm of internet and other computer networks. Due to
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the continuous occurrence of network attacks, the
development of adaptive and flexible approaches for
maintaimng and establishing security has become a high
priority. Thus, m this domain of research, attempts have
been made to produce and develop mtrusion detection
systems based on anomalies for protectng available
systems of a network. Indeed, like other instruments and
measures such as antivirus software, firewall and access
control  diagrams, systems are
regarded as which can support and boost
information and data security of the communication
systems. In intrusion detection, both normal traffic and
attack traffic are used. An intrusion detection system 1s a

intrusion  detection
tools

set of activities which has been developed for the
purpose of protecting and maintaining secure access to
resources. By establishing specific rules, IDSs restrict
users’ operations and supervise them. IDSs are divided
mto two types, 1le., signatwre-based IDSs and
anomaly-based IDSs. Signature-based 1DSs search for
defined patterns or signatures in the analyzed data. For
doing so, a signature databased is determined based on
known attacks and is used for comparison. On the other
hand, anomaly-based TDSs try to estimate the natural
behavior of the systems which should be protected; they
produce an anomaly warning when the deviation of an
mvestigated sample exceeds the pre-specified threshold.
Another possibility in the anomaly-based IDSs 18 to
model the ummatural behavior of the system and produce
warmings when the difference between the investigated
sample and the model deviates 1s large.

The clief difference between signature-based and
anomaly-based TDSs is related to the concepts of attack
and anomaly. While an attack can be defined as a
sequence of operations which risk system securty,
anomaly is defined only as an event which is suspicious
in terms of security. According to these definitions, the
advantages and disadvantages of each type is mentioned
below (Teodoro et al., 2009). Signature-based [DSs have
good results with regard to protecting system against
certam fully identified attacks. However, they are unable
to detect new and unidentified penetrations even though
the unknown attacks are slightly different from the
known and 1dentified ones. In contrast, the main merit of
anomaly-based TDSs is their potential to detect previously
unseen and non-experienced events. Tt should be noted
that although signature-based TDSs are not highly
precise, the rate of wrongly detected events as attacks in
them is much less than those in anomaly-based TDSs.

Related works: The concept of mtrusion detection
system began i 1980. When researchers argued that

audit appendices have critical information which might be
useful m following and detecting abnormal behaviors and
understanding user’s behavior, this issue started. Indeed,
this 1dea was the beginning of host-based IDSs. In 1986,
a model was introduced which revealed necessary
information for developing commercial IDSs (Denmning,
1987). MIDAS 1s an expert system which was implemented
in 1988 by using P-Best and LISP (Farid and Rahman,
2010). In the same year, Haystack was also implemented
which was aimed at reducing audit appendices by
using statistics (Smaha, 1988). In 1989, a statistics-based
anomaly-detection  system  was implemented by
Vaccaro and Liepms (1989) which produced rules;
then, the rules were used for detecting anomaly. In 1990,
the notion of intrusion detection systems for networks,
network security supervision and the system of detecting
combined intrusions were introduced. In Sherif studies an
expert system of detecting mtrusion, called SRI was
proposed which had two methods. A rule-based expert
system and a statistic-based anomaly detection system
were implemented which were able to investigate and
analyze data both at the user and network levels.

In 1991, a distnibuted IDS mncluding an expert system
was produced by the researchers of the university of
California. Also, a statistic-based anomaly detection
system, namely NADIR and an expert system were
implemented by TLos Alamos National Laboratory’s
Integrated Computing Network. In 1998, Lawrence
Berkeley national laboratory introduced a rule
programming language called Bro which was aimed at
analyzing data packets from the libpac dataset In 2001,
with regard to analyzing audit data and detecting and
exploring detections, tepdump was used which produced
rule profiles for classifying them. Abroumand studies an
intrusion detection system based on probabilistic neural
network in WSNs was investigated; it was able to
produce notable results by classifying operations based
on neural network.,

A parallel designing method with the aid of RBF and
neural network was proposed for identifying DOS and
PROBING attacks. Also MLP neural network was used for
identifymg UZR and R2L attacks. Furthermore, a total of
41 features were used for identifying different types of
attacks in which several processors are used for
identifying and classifying attacks. However, the main
drawbaclk of this method is the large amount of
processors that 1s four processors simultaneously do
the processing task which leads to enormous cost.
Nevertheless, the merit of this method 15 its fast
processing, detection and classification.
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The investigation of TDSs by means of hamming
neural network for detecting attacks on TCP protocol
indicated that in case the number of examimed data 1s
<1000, 1t will have 100% efficiency. However, when the
number of investigated data exceeds 5000, the percentage
of correct detection will be 88.7%. Indeed as the data
mncreases, the significant of error will merease too.
Hence, it will be no longer regarded as an appropriate
method for detecting attacks. The classification of
usual algorithms and attacks in TDSs was investigated
by means of a three-layer neural network using
stop-validation-continuation approach which reduces the
capacity of neural network for working with data and
mcreases the traiming time due to the large amount of
data. When the parameters of neural network with traiming
were determined, a record of separate data 1s classified in
a little time. Two layers of neural network are used for
classifying contiguous data and he results of
classification appears m the third layer. The problems
related to using this method for classifying intrusions are
long execution time and high computational complexity.
Novin Makvandi studies genetic algorithm was used for
detecting intrusion in WSNs. Destructive or incompatible
nodes in the entire network carry out further observations
of network behavior with regard to the analysis of sensor
networks m their neighborhood. The mtrusion detection
operation was carried out in a 100x100 environment with
200 1itial nodes which were randomly distributed in the
entire network; they had 1000 Joules of energy at the
outset. The 10 clusters were considered for the operation.
Two methods were investigated. Then, the results of them
were compared with one another. Firstly, multi-purpose
genetic algorithm was used. next, fuzzy algorithm in
combination with multpurpose genetic algorithm was
used. the indicated that using
multipurpose  fuzzy-genetic method produced better
results than the separate genetic algorithm. The study
reported by Chonka ef al. (2011) mvestigated the security
of cloud systems agamst HTTP-DOS and XML-DOS
attacks. It can be argued that cloud computation in
relation to software 1s still in its infancy. When resources
are not used, the total cost of moving towards cloud
equals zero. Hence, it 1s not surprising that scientific and

obtained results

industrial  research is  moving towards cloud
computations. Indeed, HTTP-DSO and XML-DOS are
regarded as two highly serious threats. If one of these
cloud attacks occurs, it can be potentially paralyzed.
HDOS is an attack which is so deadly for cloud
computations since it is precisely on HTTP which relies
on establishing commumication with oneself and other
cloud systems. The mmplementation of this type of attack

by the attacker is simple and easy but experts are
concerned with sorting out this problem for stopping it.
For finding the source of these attacks, a footprint tracer
was proposed in each stage through operation follower in
cloud. For carrying out these two actions, a neutral
network, referred to as protecting cloud, was used. the
results indicated that the created system was able to
identify and detect the source of attack and filter many of
the attack messages within a short period. Furthermore,
another important attack which was mentioned above is
KDOS. Tt is considered to be a deadly attack which was
aimed at ruining cloud services. for defending against
these attacks, a model, namely CBT was introduced. It
was demonstrated that CBT 1s able to detect the source of
an attack in a second.

A smart method was produced in Amr Hassan Yassin
for detecting DOS. Its purpose was to draw and obtain a
detection pattern for DOS attacks in a particular network.
Indeed, an optimized aclievable model of neural networks
for detecting system was introduced. Data were used in
training and test and were collected by TCP-DUMP
analytic packet. The neural network model which is a
function of radial basis can be used as a general
different types of attacks. The
introduced method which is aimed at distinguishing

classification for

attacks from intrusions 1s executed by means of a smart
method 1n a network that has access to structure. Traming
neural networks are estimated by means of radial basis
function. Minimum error square was used for evaluation;
after processing, 0.0194 was obtamed. The value of
minimum error square was obtained from the set of data
collected by TCP-DUMP for getting packet for real time
collection of data on network. The computations indicated
that the computed correlation coefficient was close to
unity for both data sets. Also, the results showed that the
execution time of training cycle was approximately, 2 min.
on an ordinary computer with 2.4 GHZ processing
capability. In the followings, many related studies are
mentioned n brief.

The study reported in Doddapanem Krishna
Chaitanya focused on intrusion detection and DOS
attacks 1 WSNs using ZigBee. The study reported in
Agah and Das (2007) was concerned with identifying and
preventing DOS attacks and its advanced version, namely
PDOS which cause interruptions in a network. Sharma
(2011), the researchers focused on producing an TDS
for identifying, detecting and preventing DOS attacks
in a wireless network. Tripathi et al (2013), Hadoop
environment was used for preventing DOS and DDOS
attacks. The method used 1n this study was based on the
reduction of mapping.
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MATERIALS AND METHODS

In the present study, KDD99 dataset was used for
creating an IDS for WSNs; this dataset was collected by
IST group during a month under the supervision of
AFRL/SNHL/DARPA. Tt had 41 features from each data.
26 types of 1dentified were 1n the traimng data and other
14 identified attacks were in the test data. This dataset
was basically used m IDSs without supervision. The
values of this data set were mamly numerical; however,
the available flags in packet, protocol type, service type
and some other features were produced symbolically. In
general, all the attacks used in this data set were classified
into four types including TJ2R, R21., Probe and DOS
attacks. In case they are detected, each of these attacks is
identified as a chaos and usual and normal behaviors are
related to those of normal samples. In implementing the
present study, the probabilistic neural network was used
for clustering and the genetic algorithm was used for
identifying ntrusion in WSNs at the sleeping and awake
time with regard to energy consumption based on fuzzy
logic. Neural network 1s considered to be a technique
which can be used for detecting intrusion. Neural
networks are sets of processing units which communicate
with one another through weighed communications.
System knowledge is stored by a network structure which
includes a set of neurons and weighed communications.
Learning process is realized by changing communication
weights and also by adding and removing
communications. Processing in neural networks includes
two stages: in the first stage, a network based on previous
learming and information which indicate user behavior 1s

such

created. Then, in the second stage, the network accepts
other events and compares them with previous behavior
and obtams the sinilarities and differences. The network
shows the abnormality of events by removing and adding
communications and the changes in their weights. The
probabilistic neural network which was used in this
study as intrusion detection has two merits, i.e., simple
processes and high-speed convergence. In this study, the
robust capacity ofnon-linear clustering of the probabilistic
neural network was used for optimizing clustering
efficiency m network intrusion.

One of the ntrusion detection methods 1s to use
genetic algorithm. This algorithm 15 classified as a
general heuristic search and it 1s regarded as a special
class of evolutionary algorithm which was mspired
from evolutionary biology such as mheritance, mutation,
selection and combination. The advantage of using
genetic algorithm in TDSs is that it benefits from a
sustainable and flexible public search which move
towards response from different directions while it has not

considered any previous background knowledge about
system behavior. The main problem of this method is that
it involves a large amount of consumption resources.
From the perspective of genetic algorithm, the mntrusion
detection process includes the definition of a vector for
the information of events. That is, the related vector
indicates whether the accomplished event 1s an intrusion
or not. At the begiming, a hypothetical vector is
assumed and its accuracy is investigated. Then, another
assumption or hypothesis is considered based on the
previous results. This action is repeated so much that the
solution 18 found. The role of the genetic algorithm 1s to
produce new assumptions based on the previous results.
The genetic algorithm includes two stages. The first stage
includes coding the solution as a string of bits; the
second stage consists of finding a function for
investigating bit string. Tn this study, intrusion clustering
processes in an IDS are accomplished in a WSN at the idle
time of the network based on probabilistic neural network
1n turn, this network 1s regarded as a type of radial basis
function network whose spread function is considered in
probabilities. This neural network consists of 4 layers
including input layer, pattern layer, consensus layer and
output layer. The structure of tlus neural network is
shown in Fig. 1 (Deng et al, 2005). The input layer
receives the trained samples which were approved by the
same feature vector of the network and its number 13 equal
to the dimensions of the sample mput vector. The search
of the reltionship between the special input vector and
each of the models in the training set in the pattern layer
1s calculated. The output layer i1s measured according to
Eq. 1 and 2:

T
T2
1 1 M1
pl(X):(MﬁEF1 exp
’ @)
(x—xu)T(x—xu)
2q°

In Eg. 1, o denotes the flatting or smoothing
parameter. X, refers to the neuron vector and d indicates
the dimension of the pattern vector. Congensus layer is
aimed at obtaimng the estimate of the probability density.
The neuron layer is the sum of maximum probability
of x pattern which 13 under classification in C;; it measures
the output by summarizing and averaging. In the
above-mentioned equations, N, indicates the total mumber
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Fig. 1: Structure of probabilistic neural network

of samples in the C class. If the predication probability
and the losses of making a wrong decision is common for
class, the umt of decision layer begins to classify the x
pattemn according to the Bayesian decision rule based on
the output of all the neurons of the sum layer.

RESULTS AND DISCUSSION

The output layer selects the maximum previous
probability density of the neurons as the total output of
the system mn estimating the probability density. The
neurons of the output layerare a type of competitive
neurons; each neuron belongs to a type of data which is
a part of classification and responds it.

In this study, fuzzy logic was used for the
fuzzification of the cluster head selection. The fuzzy
deduction process includes membership functions, fuzzy
operators and If-then rules. Different fuzzy mference
systems have been proposed in the literature, notable
mstances of such systems include the followings:
Mamdani, Yasukawa, Sugeno (Siler and Buckley, 2005).
In the present study, Mamdani was used as the fuzzy
mnference system. In this method, the output membership
functions of the fuzzy set should be defuzzified. This
action mcreases the efficiency of defuzzification. On
the whole, three rules were used in the fuzzy section.
Figure 2 illustrates parameters of the fuzzy system in
MATLAB.

As shown m Fig. 2, fuzzy inference system has 1
input and 3 outputs. Also, Fig. 3 depicts membership
functions and verbal input variables, i.e., the probability
of cluster head selection. Moreover, Fig. 4-7 illustrate the
outputs of the fuzzy system, namely energy, centrality,
sleeping and awake modes of WSN for selecting cluster
head and determining intrusion. The probability of the
selection as the cluster head depends on the inputs and

clustering. After learning which node is selected as the
cluster head in the network, the defuzzification operator
will be used. In the defuzzification process, the definite
and precise value 1s obtained from a fuzzy number. Hence,
the absolute or definte number 1s mtroduced as the
representative of the fuzzy number. There are various
methods for defuzzification in this study, fuzzy number
based on gravity center was used. That is, the point
which has the maximum dependency degree was selected
as the center of gravity for the fuzzy number. The output
of the fuzzy section results in the selection of the cluster
head which 15 responsible for detecting mtrusion mn a
WSN.

The rationale behind using probabilistic neural
network m this study was to identify and distinguish the
patterns of a cluster head m a WSN. At the outset, one
node is specified as the cluster head. The cluster head
collects the mformation of other nodes and transmits them
to the base station. Indeed, the cluster head functions as
a sensor of a local base station. For a better distribution
and transmission of load among sensor nodes, the cluster
in which cluster head is located will be used. In a networlk,
there are several clusters where each cluster has a cluster
head and each node belongs to a cluster which 1s
geographically distributed 1n the entire network. Intrusion
can result in the significant loss of energy. The 1ssue of
energy consumption at the intrusion time was taken mto
consideration. Cluster head was used for enhancing
network lfetme and reducing energy consumption.
Cluster head is selected dynamically based on its energy.
The base station announces cluster head and the cluster
head measures its remaining energy through the following
Eq 3:

_ [ Iitial ~E, (1) ] (3)
T

Vi(t)
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Fig. 7: The movement of WSN sensors into the sleeping mode and the beginning ofthe operation of TDS

In this equation, Imtial denotes the imtial energy and
E; (t) refers to the remaining energy and r stands for the
current cycle of cluster head selection. The base station
measures average derivative value and average value
which are based on the collected values. The cluster head
announces the approach for selecting cluster head for the
neighboring nodes in other clusters. The old cluster head
issues a message indicating its exit and leaving and the
new cluster head issues a new message to the nodes.
Cluster head is responsible for the access of other
members of cluster and base station is responsible for
cluster head. Due to the shortage of energy resources,
each agent 1s activated only when it 13 needed. Clustering
of the trained data might be divided by the page of linear
clustering. Otherwise, the vector of trained data will be
mapped to a page with ligh dimensions with a number of
funetions and the problem will be transmitted to the linear
clustering space by means of the genetic algorithm. After
the mapping approach, a linear separator is found by
means of the genetic algorithm. this linear separator
includes input vectors with maximum margin in the

network environment which are regarded as the set of
intrusions. The set of linear separating samples is
considered to be in the form of (X, Y,) and the set of
training data is in the form which is shown in Eq. 4:

i=LnxeR' Ye{+,-1} 4

According to this Eq. 4 {+1} denotes the normal
mode of intrusion detection with minimum energy
consumption and {-1} indicates the intrusion detection
mode with maximum energy consumption. When the
sensors of WSN are 1dle and go into the sleep mode, the
intrusion begins. Hence, at this point, the intrusion
detection system which is on-call, begins to cluster the
available nodes that are i the latest mode so that it can
detect and identify intrusion. Figure 7 shows this
condition. Firstly, the IDS with the aid of cluster heads,
maximizes energy consumption rate by means of detecting
intrusions which is illustrated in Fig. 8. The reason for this
action 1s that if nodes’ batteries finish, mn fact, intrusion
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Fig. 9: Identifying and detecting intrusion with the help of probabilistic neural network and genetic algorithm

will overcome the system. Thus, the IDS will be regarded
as a useless and inappropriate. Moreover, as shown in
Fig. 9, the trained intrusions are detected and identified.
In fact, m line with the amount of intrusions, the
intrusions will be detected with the aid of IDS. As shown
m this figure, attacks and mtrusions on the WSN are
detected and identified.

CONCLUSION

In this study, an mtrusion detection system was used
to detect and identify intrusion in WSNs. Using methods
such as fuzzy logic, probabilistic neural network and
genetic algorithm can lead to the production of an
intrusion detection system which is aimed at detecting

intrusion at the sleeping and awake times of network. The
network structure was designed in a way that even when
the network goes into the sleep mode, the intrusion
detection system is still alert and oncall. Tn case an
intrusion occurs when the WSN is in the sleep mode,
cluster head detection operation will be accomplished
based on fuzzy logic and they will be clustered by means
of probabilistic neural network and genetic algorithm so
that intrusion can be detected.

RECOMMENDATIONS
Directions for further research: In future studies, other

structures of neural network such as neocognitron neural
network can be used instead of the probabilistic neural
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network. Moreover, instead of genetic algorithm, other
more updated evolutionary algorithms such as social
spider algorithm or grey wolf can be used. Also, using
type-2 fuzzy logic instead of Mamdani-type fuzzy logic
can be regarded as a novel approach in detecting
cluster head. Moreover, other clustering methods such as
K-means are recommended to be mvestigated mn future
studies.
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