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Abstract: Permanent magnet synchronous motors are often used n electrical drives because of thewr simple
structures, ease of maintenance and high efficiency. However, these motors have a nonlinear characteristic
arisen from motor dynamics and load characteristics. To overcome this problem, a new speed controller based
on particle swarm optimisation for the drive system 1s proposed in this study. To illustrate the performance of
the proposed controller, a conventional proportional integral controller 1s used too to the speed control of
permanent magnet synchronous motors. Simulations are realized by the proposed strategy and the results are

compared with the conventional control.
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INTRODUCTION

Permanent Magnet Synchronous Motors (PMSM)
are of great interest especially for industrial applications
in low-medium power range, since it has superior features
such as compact size, high torque/weight ratio, high
torque/inertia ratio and absence of rotor losses (Slemon,
1994). However, the performance of the PMSM is very
sensitive to parameter variations and is spoiled due to
external load disturbances 1 the system. The
conventional controller design, 1ie., Proportional-
Integrator, 1s based on mathematical model of the plant,
which may often be unknown, less defined, nonlinear,
complex and multivariable with parameter variation. Thus,
the comventional PI controller i1s not an all-purpose
solution for any motor drive applications.

To overcome these problems,
strategies such as fuzzy logic control (Akcayol et al,
2002), shiding moede control (Karumadasa and Renfrew,
1991) and artificial neural network (Rahman and Hoque,
1998) have been proposed for speed and position control
of PMSM. Recent literature has also explored the
potentials of the Genetic Algorithm (GA) for motor drive
applications (Karunadasa and Renfrew, 1991; Rahman and
Hoque, 1998, Lee, 1990, Lin and Lee, 1991).

As an mtelligent control technology, the PSO can
give robust adaptive response of a drive with
nonlinearity, parameter variation and lead disturbance

several control

effect; that an exact mathematical model of system cannot
be obtained at all (Lee, 1990).

In this study, a new Proportional-Integrator corrector
based on Particle Swarm Optimisation (PIPSO) is designed
for speed control of PMSM. In fact, the PIPSO speed
controller 1s applied to the speed loop by replacing the
conventional PT speed controller. An automatic tuning
process using PSO is used to optimize the conventional
PI parameters. Only two parameters are sought but tuning
15 complicated by a significant nonlinearity caused by
saturation of the speed controller. This means that
optimum controller settings depend on the form of the
required speed demand.

MODELING OF PMSM DRIVE SYSTEM

The configuration of PMSM drive system 1s given in
Fig. 1. The drive system 1s composed of speed controller
(PTPSO, PIGA or conventional PT), a current regulator, a
hysteresis band current controller, a three phase PWM
inverter and a position encoder.

Figure 2 presents an equivalent circuit of PMSM and
the 3 phase mverter.

Where, 0, is the rotor position, w, the actual speed,
1%, 1% 1. the reference phase currents and e, represents
the speed error. ey 1s the difference between reference
speed w,* and actual speed w,. Using the speed error ey,
the speed controller generates 1™ called reference current
or control current.
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Fig. 1. Block diagram of PMSM speed drive system
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Fig. 2: Equivalent circuit of PMSM and inverter

The stator voltage equations, of PMSM in matrix
form, can be represented as the statements of phase
currents 1n (1). This equation can be shown 1n state-space
form as in (2).
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The rotor speed and electrical torque can be written as:
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Where, K = -3p/4 A; and A; is the flux due to the

permanent magnet rotor. The function of hysteresis band
current controller 1s given in (5).

|

Where, x represents, respectively a, b and c. A,

1
0

ifi, —i, <0.5h,
ifi, —i, = -0.5h,

h (5

b4

represents the functions of hysteresis band current
controller h,.h, and h,. H is the range of hysteresis band
current controller. Using %,, Eq. 2 can be represented by:
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(6)
PARTICLE SWARM OPTIMIZATION (PSO)

The Particle Swarm Optimization Algorithm (PSOA)
was firstly proposed by Eberhart and Kennedy (1995a, b)
and has deserved some attention during the last years in
the global optimization field. PSOA 15 based on the
population of agents or particles and tries to simulate its
social behavior in optimal exploration of problem space.

During tume (iterations m the optimization context)
each agent possesses a velocity vector that is a
stochastic combination of its previous velocity and the
distances of its current position to its own best ever
position and to the best ever swarm position. The weights
of the last two directions are controlled by two parameters
called cognitive and social parameters (Bergh, 2001;
Schutte and Groenwold, 2003).

PSOA belongs to a class of stochastic algorithms for
global optimization and its main advantages are the easily
parallelization and simplicity. PSOA seems to outperform
the genetic algorithm for some difficult programming
classes, namely the unconstrained global optimization
problems (Bergh, 2001).

In spite of the referred advantages, PSOA possesses
some drawbacks, namely its parameters dependency and
the slow convergence rate m the vicmity of the global
optimum.

1388



J. Eng. Applied Sci., 2 (9): 1387-1393, 2007

PSOA is based on the population (swarm) of
particles. Each particle is associated with velocity that
mndicates where the particle is travelling. Let t be a time
mstant. The new particle position 1s computed by adding
the velocity vector to the current position:

X (t+D=x () +v (t+1) (7

Where, x{t) particle p’s position, p=1,..., s, at time
instant t, v,(t +1) new velocity (at time t+1) and s is
population size.

The velocity update equation is given by:

v (1) = t{Ev] (D) + po, (D] (1)
X () + v, (EXyF (0 - 7 (1)

(8)

For j =1,..., n, where 1(T) i3 a weighting factor
(inertial), 1 is the cognitive parameter and v is the social
parameter. o,(t) and w,(t) are random numbers drawn
from the umform distribution U(0,1), used for each
dimensionj=1,..., n. " (t) is the best position previously
visited by the p® particle and y¥t) is the best position in
the swarm found so far. PSO algorithm can be described
as follows:

1.  Randomly initialize the swarm positions X={x' (0)...
x*(0)} and velocities V = {v' (0)... v * (M},
2. t+«O0ady?(t)=x"(tLp=1,..s
3. Forallpin {1... s} do:
i f(xPE) <f(y? ) theny? (t+1) < x* (1)
else y? (t +1) « y7 (1)
4. Forallpin {1... s} do:
Compute v * (t +1) and x ® (t +1) using equations (7)
and (8).
5. 1if the stopping criterion 1s true, then stop.
else t <t +1 and goes to step 3.

The stopping criterion mostly used in the literature is
related to the function value at the global optimum. The
algorithm stops, if either the objective function at the best
ever particle is approximately equal to the known
objective minimum, or a maximum number of iterations is
exceeded.

THE IMPROVED PI CONTROLLER BASED ON
PSO (PIPSO) FOR THE PMSM DRIVE

PMSM drive bloc scheme: The PIPSO controller for the
PMSM drives is shown in Fig. 3. The PSO uses a
population of agents which represent the controller
parameters K and K.

Where, ey, represents the speed error and w™ is the
reference speed.

During the time step, each member of the swarm 1s
evaluated on how well it mimmizes the performance
function given m (9).

FK, K )=a, -ei(k)Jr sy -
(K, e, (k) + K, -ew(k)-T)2

©)

¢, and ¢, represent the importance weight of the first
and the second terms of (9), respectively, T is the sample
time, K, and K, are the gains of the PI controller.

In this application, feedback signals are the position
0 and the phase currents. The position signal 1s used to
calculate the speed. The switching signal generator is
used to control turn-on angle 6, turn-off angle 6 ; and
pulse width modulation duty cycle.

Figure 4 shows that the PSO bloc receives the speed
error ey, and provides the optimal parameters K and K|
for the PI bloc. This bloc exploits these parameters in
order to generate the optimal reference currents i, Then,
the currents loop, composed of a command rule and a 3
phase inverter, provides the optimal currents i,,. that will
be used by the SM bloc to reach the required speed w'.

In this application, feedback signals are the position
6 and the phase currents. The position signal is used to
calculate the speed. The switching signal generator is
used to control turn-on angle,,, turn-off angle ; and pulse
width modulation duty cycle.

Implementation of PSO to the PMSM drive: The PMSM
used in this work implements a 3 phase permanent magnet
synchronous machine with smusoidal flux distribution.
The sinusoidal machine is modeled in the dg rotor
reference frame. Stator windings are connected in Wye to
an mternal neutral point.

The machine parameters are:

. Stator resistance: R=2.875%

» Inductance L= L,= 8.5 ¢’

»  Flux induced by magnets= 0.175wb.

»  Tnertia = 0.8 e”kg.m’, friction factor= 0 N.m.s and pair
of poles = 4.

The configuration of PSO parameters is given as
follow:

Swarm size: The first step of PSO 1s to create the mitial
particles swarm. The swarm size used 1s 50. The positions
and velocities of particles are represented by a real valued
number.
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Fig. 3: The PTPSO controller for the PMSM drive
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Fig. 4: Electric speed reference (Trapezoidal repeating Fig. 5: Mechanical load torque (Tm = 4 N.m)
sequence)
Variable bounds: The PSO algorithm is used to optimize goo-| Reference spoed
the gainsK, and K, of a PI controller. There are going to be
two strings assigned to each position of the swarm, these 600
members will be comprised of a string that will be )
evaluated throughout the evolution of the PSO. The range = 4004
of the first parameter (K,) 1s [50, 100] and the second cne
(K,) belongs to (Slemon, 1994; Schutte and Graenwold, 200
2003).
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*  The weighting factor T(T) used in this study 1s given @)
as follow: Fig. 6: Electric speed reference (step)
T(T)= 0.9-(tF1)*(0.5/t+1))
Mechanical load torque
*  The cognitive parameter p and the social parameter i 61
are initialized at 2.
~ 44
g
RESULTS AND DISCUSSION Z
. . £ 24
Two studied cases are used. In the first case, the
reference electric speed i1s defined by a trapezoidal
repeating sequence (Fig. 5) with a constant mechanical 0
load torque (Tm = 4Nm) (Fig. 6). In the second case, the 0 o o2 5 o o
reference electric speed and the mechanical load torque ’ R ) )

are defined by a step as depicted in Fig. 7 and 8,
respectively.

Fig. 7: Mechanical load torque (step)
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Fig. 9: Electromagnetic torque response
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Fig.10:

Electric speed response

Case 1: In this studied case, the reference electric speed
and the mechanical load torque are defined by a step as
depicted in Fig. 6 and 7, respectively.

Figure 8 presents the simulation results related to the
three control strategies, i.e., conventional PI (Fig. 9a),

PIGA (Fig. 8b) and PIPSO (Fig. 8¢c). These results display
the electric speed response time.

Figure 8a shows that the electric speed response is
not reached for the conventional PI. However, the electric
speed response time related to PIGA, ist ™ 0.222s
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Fig. 11: Electromagnetic torque response

(Fig. 8b) while at t ~ 0.21s, the speed response time is
reached using PIPSO (Fig. 9¢). Hence, the PIPSO is 94%
faster than PIGA.

It 1s obvious that the performance of PIPSO in electric
speed response is better than both controller strategies,
1.e., conventional and PIGA, in this case.

In addition, to illustrate the performance and the
efficiency of the proposed controller, Fig. 10 presents the
electromagnetic torque response provided by the three
controllers.

Electromagnetic torque response depicted in Fig. 9a,
provided by the conventional controller, shows that
oscillations are not reduced during the simulation time. In
Fig. 10b, oscillations are reduced at t "0.221s according to
the use of PIGA (Fig. 9b) whereas with PIPSO, oscillations
are attenuated at 0.218s (Fig. 9¢). In this case, the time rate
PIGA / PIPSO is 101.4%.

Case 2: The reference electric speed is defined by a
trapezoidal repeating sequence (Fig. 4) with a mechanical
load torque constant (Tm = 4Nm) (Fig. 5).

Figure 10 presents the simulation results related to
the three control strategies, i.e., conventional PI (Fig. 10a),
PIGA (Fig. 10b) and PIPSO (Fig. 10c). These results
display the electric speed response time.

As shown in Fig. 10, the PIPSO is more appropriate
than both controllers (conventional and PIGA), at the

0.25 0.3

different phases of the MSAP control, in terms of stability
and response time.

Figure 11 illustrates the electromagnetic torque
response. This figure confirms the results mentioned
above.

CONCLUSION

In this study the speed control problem of Permanent
magnet synchronous drive is studied. The nonlinear
behaviour of the system, non-matched perturbations,
parameter variations and load torque disturbance limit the
performances of classical linear controllers used for this
purpose. In fact, using the conventional PI, convergence
1s occasionally reached and depends generally on a fine
tuning of parameters, therefore, this controller is not
efficient in real time.

To surmount this problem, a new control strategy
based on particle swarm (PIPSO) is proposed. As an
intelligent control technology, this proposed model
provides robust adaptive response for a drive with
nonlinearity, parameter variation and load disturbance
effect.

From the simulation results, it is clear that the
PIPSO controller provides better speed response and
accuracy over the genetic and conventional PI
controllers.
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This work validates the adaptation of PSO to PMSM
drive with low power. Tt will be interesting to extend it for
alternative  current machines (synchronous  and

asynchronous) with high power.
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