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Abstract: In recent years, combinational optimization issues are introduced as critical problems in clustering

algorithms to partition data in a way that optimizes the performance of clustering. K-means algorithm is one of

the famous and more popular clustering algorithms which can be simply implemented and it can easily solve

the optimization issue with less extra information. In this regard, researchers have worked to improve the
problem computationally, creating efficient solutions that lead to better data analysis through the K-means
Clustering algorithm. Fmally, the Partial Swarm Optimization (GAPSO) and Partial Swarm Optimization-Genetic
Algorithm (PSOGA) through the K-means algorithm were proposed.
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INTRODUCTION

One of the important and constantly developing
1ssues in the world of science 18 Computer Science (CS)
which is the practical and scientific approach used for
computation and its related applications. CS studies
systematizes the mechanization, feasibility, expression
and structure of methodical algorithms that underlie the
acquisition, processing, representation, storage, access to
and communication of information. In recent years, to
solve the data clustering problem,
approaches been introduced, inspired from
biological sciences including Genetic algorithm, particle

several new
have

swarm optimization algorithm and so on Amiri et af. (2011,
2015) and Afroozeh et al. (2011, 2013). Also, existing
Hybrid algorithms with K-means clustering suffer from
different drawbacks such as lack of providing optimum
solution for all problems, getting stuck in local optima,
tuning many parameters, slow convergence rate, high
number of error and high mtra cluster distance. Also,
algorithms

clustering have low accuracy rate of the clustering and

existing Meta-Heuristic with K-means
low the number of correct answers, they have good
performance only in one of the search spaces
(Afroozeh et al., 2014a, 2015, Amini and Afroozeh,
2014a-c; Jalil et al, 2012). However, the algorithms are
robust and have the ability of adapting with changing
environment. Due to the shortcomings of the K-means
Clustering algorithm, it can be optimized when used
n the form of Hybnd algorithms. Two popular algorithms

that are mostly used m Hybrid algorithms due to their
high-performance are Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) algorithm. Given that these two
algonthms do not have a label and additional guides, they
can be used to improve the performance of K-means
algorithms. In the following sections, GA, PSO and hybrid
of them with the K-means clustering algorithm is
discussed (Bahadoran et al., 2012; Afroozeh et ai., 2011,
2013, 2014b).

MATERIALS AND METHODS

Particle Swarm Optimization (PSO) method: Other
hybrid method used in this study 1s Particle Swarm
Optimization (PSO) method that is explained in this part.
Furthermore, this study contains three major parts:
definition of PSO, description of PSO and PSO for
Clustering algorithm.

Definition of Particle Swarm Optimization (PSO):
Particle Swarm Optimization (PSO) 1s a global optimization
algorithm that is employed to address the problems
wheremn a best solution can be denoted as a surface or
point within an n-dimensional space in which hypotheses
are plotted and seeded with amnitial velocity together
with a communication channel between particles
(Gomez et al., 2010; Sadeghierad et al., 2010; Shi and
Eberhart, 1998; Kennedy, 1997, Urade and Patel, 2012).

Afterwards, the particles move throughout the
solution space and subsequent to each time step, they are
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Afterwards, the particles move throughout the
solution space and subsequent to each time step, they are
assessed based on some fitness criterion (Robinson and
Rahmat-Samii, 2004). During time, particles are speeded up
toward the particles that exist m their commumcation
grouping that have better fitness values. The major
benefit of this approach compared to other strategies of
global mimmization, e.g., simulated annealing 1s that large
number of members that form the particle swarm malke this
technique notably flexible to the local mimima problem
(Sadeghierad et al., 2010; Shi and Eberhart, 1998;
Kennedy, 1997, Urade and Patel, 2012; Shakerian ef al.,
2011).

PSO which is a search algorithm based on population,
gets started with a population of random solutions that
are known as particles (Hu et al, 2004). In P3O, each
solution 1s similar to a ‘bird” within the searchspace which
is known as ‘particle’. All particles are associated with
fitness values which are assessed by fitness function to
be optimized as well as velocities that direct the flying of
particles. The particles fly throughout the problem space
and follow those particles that have the best solutions.
The initialization of PSO is with a group of random
particles then, it searches for optima through updating
each generation (Premalatha and Natarajan, 2010).

Omran et «al. (2002) introduced a straightforward
unplementation of PSO algorithm for clustering. Their
algorithm employed a fixed number of clusters and applied
PSO to searclung for the best centroids of the clusters.

Merwe and Engelbrecht (2003) introduced two new
approaches by means of PSO to be applied to cluster data.
They showed how PSO could be employed for finding the
centroids of a user-specified number of clusters. Then, the
algorithm was extended to employ K-means algorithm for
seeding the initial swarm. The second algorithm applied
PSO to refining the clusters that were created by K-means.
The performance of new PSO algorithms are assessed on
six datasets and the result is compared to the K-means
clustering performance (Abul Hasan and Ramakrishnan,
2011).

The second part of the study deals with the design
and development of research composed of three phases.
In the first phase, a Genetic Algorithm (GA) 15 used for
enhancement of the K-means clustering algorithm.
Therefore, in this phase, e GA-K-means algorithm is
mnproved m order to decrease the emror m K-means
algorithm this is called ITmproved Genetic algorithm in
K-means algorithm (I-GA-K-means algorithm). In the
second phase, Particle Swarm Optimization (PSO)
algorithm is applied to enhance the K-means Clustering
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algorithm. Thus, in this phase, the PSO-K-means
algorithm is improved in a way to decrease the
intra-cluster distance mn K-means algorithm this 1s called
Improved Particle Swarm Optimization in the K-means
algorithm (I-PSO-K-means algorithm). In the third phase,
two Meta-Heuristic algorithms of the two previous Hybrid
algorithms (I-GA-K-means and I-PSO-K-means) are
proposed for the enhancement of K-means Clustering
algorithm. Consequently, the two algorithms are proposed
to increase the accuracy rate in K-means algorithm they
are called the improved Genetic algorithm the Tmproved
Particle Swarm Optimization m K-means algorithm
(GAPSO-K-means algorithm) and the ITmproved Particle
Swarm Optimization the Tmproved Genetic algorithm in
K-means algorithm (PSOGA-K-means algorithm).

Secondly, the method of second proposed algorithm
{(Improved Particle Swarm Optimization-K-means) 1s fully
described and then the results of this proposed algorithm
will be expressed. The results of the Improved Particle
Swarm Optimization-K-means (I-PSO-K-means) algorithm
are obtained and then compared to the results obtained
from previous algonthms and PSO-K-means algorithm. In
this phase, the K-means algorithm (Meila, 2006) and the
P30O-K-means clustering algorithm (Tsai and Kao, 2011)
are used.

Modeling of I-PSO-K-means algorithm: This study
improves the particle swarm optimization algorithm in
K-means algorithm. Additionally, this study addresses the
second objective of the study. One of the shortcomings
of the PSO-K-means clustering algorithm 1s the high
intra-cluster distance in the clustering of datasets which
can be low. To this end, the Improved Particle Swarm
Optimization-K-means algorithm (I-PSO-K-means) is
proposed. In the following, the design of I-PSO-K-means
algorithm 1s described. The proposed algorithm in
this  study  comprises eight important steps:
initialization, compare for obtaining Pbeast, compare for
obtaiming Gbeast, calculating the function, checking the
Max-domain, checking the min-domain and checking the
repeat and rumming K-means (Fig. 1).

Here, the implementation ofthe I-PSO-K-means
algorithm  (Improved Particle
Optimization-K-means algorithm) 1s elaborated. As
mentioned in the previous study, the algorithm proposed
here 1s a hybnid of the PSO algorithm and the K-means
clustering algorithm. Tn the following, the implementation
of the I-PSO-K-means clustering algorithm 1s described.
The proposed algorithm in this study has fourteen main

clustering Swarm

steps. These steps are shown in Algorithm 1.
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Algorithm 1 (Improved particle swarm optimization-K-means):
1. Start
2. Selection the Initial Population.
a. Appling Dataset
b. Finding Domain of All Attributes in Dataset (h, hy, ...)
i. Finding Minirmum Domain (h, min, b, min, ...)
ii. Finding Minirmumn Domain (h;.masx, hymasx, ...)
iii. Finding Domain (hy = h; masx-hy min, hy =hy max-hy min, ...
iv. Forf=1to 50
1. Finding 50 Cluster Centers by Randomly in Domain (Initial Population)
2. Running K-means Algorithm on Initial Population
a. Forn=1to 50
i. Mining of Features nth Cluster Center firom Dataset (my, mg, ...)
ii. For K =1 to N*/N is No. members in Dataset. /*
1. Mining of Features Kth Row from Dataset (a, a,, ...)
2. Calculate Distance (mmy, my, ...) and (a,, a;, ...) by Euclidean
3. Finding of Minimum Distance between Cluster Centers
4. Placement in Cluster that it has Minimum Distance
5. Calculate total of distance (8, 8, ...)
iii. end For
iv. Calculate S (S = 8,+8,+ ...) ¥/ § is Intra-cluster Distance. /*
v. Placement Cluster Centers and S in the Matrix.(Matrix Name is P)
b. end For
3. Evaluation
a. Sorting Rows of Matrix P Based on 8 (Descending P is P;)
4. Selection
a. Selection one members from P, for Next Section. (Lowest 8)
5. Placement of Previously member in Py (P; (£, 1:Co))
v. end For
3. Evaluation
a. Placement Py in P (P is 50 members with 8 minimum)
b. Sorting Rows of Matrix P Based on § (Descending P is Py)
4. Selection
a. Selection first members from P, for Gbest. (Lowest S)
5. Initial Values
a. Gbest =P, (1,1:Co);

b. W =0.7299;
c. Cy = 1.4963;
d. C, = 1.4963;

e. R; =Random (0 to 1)
f. R; =Random (O to 1)
6. Specified Phest
a. Phest =P(1,1:Co);
7. 8pecified Xt
a. Xt=P(1,1:Co);
8. Vt=0;
9. PSO Operator
a Forf=1to 50
i. Vtt = (W*VEr+H(C1 *R1)(Pbest-Xt)+H(C2*R2)(Gbest-Xt)
ii. Xtt = Xt+Vit
iii. Checking Xtt
1. If (Xtt>Max_ Max_ Dornain)
a. Xtt =Max_ Domain
2.1 (Min_ Domain>=Xtt)
a. Xtt =Min_ Dormain
3. Checking for All Columns
iv. Xt = Xtt;
v. Vi= Vit
Vi.8=0;(8=0,8=09,=0,..)
vii. Placement Xtt on P,
viii. Running K-means Algorithm on Xtt
1. For K=1 to N*/N is number of members in Dataset. /*
a. Mining of Features Kth Row from Dataset (a;, a,, ...)
b. Calculate Distance (my, tm,, ...) and (a;, a, ...) by Euclidean
¢. Finding of Minimum Distance between Cluster Centers
d. Placement in Cluster that it has Minimum Distance
e. Calculate total of distance (S, S, ...)
2. end For
3. Calculate S (S =8, S,, ) */ 8 is Intra-cluster Distance, /*
4. Placement Cluster Centers and S in the Matrix.(Matrix Narne is P;)
5. Evaluation
a. Sorting Rows of Matrix P; Based on 8 (Descending P is P,)
6. Selection
a. Selection 50 mernbers from Py for Next Section. (Lowest )
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ix. Selection

1. Placement Cluster Ceenters with intra-cluster centers Py on Ps (50)
2. Placement Cluster Centers with intra-cluster centers P; on P; (50)

x. Evaluation

1. Sorting Rows of Matrix Ps Based on S (Descending Ps is Ps)

xi. Specified Pbest
1. Pbest =P, (1,1:Co);
xii. Specified Gbest
1. Gbest =P;(1,1:Co);
b. end For
10. Iteration of Steps 6 to 9 (50 times).
11. Belection
a. Selection first members from P; for Final Answer.
12. Running K-means Algorithm on Final Answer
a. For K =1 to N*/N is number of members in Dataset. /*

i. Mining of Features Kth Row from Dataset (a;, a,, ...)
ii. Calculate Distance (mmy, my, ...) and (a,, a,, ...)by Euclidean

iii. Finding of Minimum Distance between Cluster Centers

iv. Placement in Cluster that it has Minimum Distance
v. Calculate total of distance (8, 85, ...)
b. end For
c. Calculate 8 (8 = 8,+8,+ ...) #/8 is Intra-cluster Distance. /*
13. Drawing of Chart
14. Stop

| Compare for obtaining to Pbeast |

| Compare for ohtaining to (heast |

Vit= W*Vt-C1*RI*(Pbest-Xtr+
C2*R2*(Chest-X1)

| Rt = VitHR |

Fig. 1: The flowchart of I-PSO-K-means algorithm
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In the I-PSO-K-means Clustering algorithm, there is
mmmovation in different parts of the algorithm. This
algorithm is a hybrid of the K-means Clustering algorithm
and the Particle Swarm Optimization algorithm which
in the
Clustering algorithm. Tn the next study, the first

reduces the intra-cluster distance K-means
proposed algorithm 1s ivestigated using different
datasets and the results are compared with those of other

algorithms.
RESULTS AND DISCUSSION

This study explains the results obtained from the
[-PSO-K-means algorithm (Improved Particle Swarm
Optimization-K-means). This algorithm is fully described
in the previous study. In this study, the proposed
algorithms are analyzed using six standard data sets
explained m Chapter 3 (1.e., Balance, Blood, Breast, Iris,
Pima and Wine). This study 1s organized mnto two main
parts: analysis and discussion of the I-PSO-K-means
algorithm.

In this part, the results of I-PSO-K-means clustering
algorithm are discussed. Since, the I-PSO-K-means
algorithm is related to the second phase of the study in
this phase, the comparison factor is intra-cluster distance.
Therefore, in this study two important areas, namely the
intra-cluster distance that 1s the average of intra-cluster
distance and the standard deviation of intra-cluster
distance are analyzed. In Fig. 2, the average of
intra-cluster distance 1s shown for 20 times of runming of
the five algorithms.

In Fig. 3, it can be seen that the average of
in the proposed algorithm

intra-cluster  distance
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(Tmproved Particle Swarm Optimization-K-means) is
better than the previous algorithms. Therefore, the
performance of the proposed algorithm m this phase can
be better than previous algorithms.

Fmally, the Improved Particle Swarm Optimization-K-
means algorithm (I-PSO-K-means) was examined to solve
clustering problems. The [-PSO-K-means algorithm
was 1mproved to the PSO-K-means algorthm; the
I-PSO-K-means algorithm reduced the
distance that it 1s related to the second objective. The
second proposed method was applied to six UCT standard

intra-cluster

data sets and the result was contrasted with K-means,
PSO-K-means and previous algorithms. The proposed
algorithms in this chapter
algorithm and solved some clustering problems. In this
study, two meta-heuristic optimization algorithms  will

improved the K-means

be proposed for development of K-means clustering
algorithm.

The main of  this
proposing Hybrid algorithms and new Meta-Heuristic
algorithms to enhance learning algorithms for K-means

contribution thesis 1s

clustering algorithm. In the next studies, the proposed
Meta-Heuristic ~— methods, ie., improved Genetic
algorithm mmproved particle swarm optinization in
K-means and improved particle swarm optimization
K-means are

improved  Genetic  algorithm  in

mtroduced. These algorithms are an unproved scheme

of K-means clustering based on GA and PSO. The
GA and PSO laws which are used to design the proposed
methods are described m the following section and the
proposed algorithms and their results for function
optimization are provided in the next sections of this
chapter.

Figure 3, it can be observed that the average
m the proposed algorithm
(Improved Particle Swarm Optimization and Tmproved

number of errors
Genetic Algorithm-K-means) is better than the previous
algorithm. Thus, the PSOGA-K-means algorithm in this
phase will have better performance than previous

algorithms.
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CONCLUSION

This
new

study proposed new Hybrid algorithms

Meta-Heuristic  algorithms and  an
improved scheme of K-means for solving clustering
problems. The algorithms were named Improved Genetic
Algorithm-K-means (I-GA-K-means), Improved Particle
Swarm Optimization (I-PSO-K-means), improved Genetic
Algorithm-improvedParticle Swarm Optimization-K-means
(GAPSO-K-means) and immproved Particle Swarm
Optimization-improved  Genetic  Algorithm-K-means
(PSOGA-K-means). The aim of these algorithms was to
accelerate the learning, increase accuracy, decrease
intra-cluster distance and decrease ermror in solving
clustering problems. The ability of these algorithms was
studied usmg UCI standard data sets in clustering
problems. The results showed that the performance of
proposed methods is better than previous methods in the
clustering.

and
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