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Abstract: A platform named EMECS based on embedded Ethernet control system 1s implemented. A PC
running Fedora 6 (Linux 2.6) works as a central controller. A kit runming Linux 2.4 based on Samsung2410A
(ARMS20 t core) works as a remote controller and a DC motor (ESCAP 28HS1.18-219/204) made by Portescap
Company works as a plant. Firstly, system modeling 1s presented by analyzing the characteristics of Ethernet
and the plant, based on a method of delay measurement proposed. Secondly, implementation of the system
mcluding program and hardware 1s described mn detail, respectively. And then delay 1s measured and control
results of the system are tested in three cases with different network load as well. The platform is proved to
have flexibility to run different control algorithms and extensibility to add nodes. The results of experiment

demonstrate the validity of the system.
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INTRODUCTION

Traditional Control Systems are aining at accounting
for local systems. The distance between the plant and its
controller is in close quarters. In these systems
Disturbance Control System (DCS) and Long-Distance
Control (LDC) are impossible. In order to fit the ncreasing
complication and diversification of control objects and
with the rapid development of computer technique,
commumication techmque and sensor technique,
Networked Control Systems (NCS) becomes one of
the hot research fields in academia and industry
(Shi-Ming et al, 2005). The advantages of network
mtegration into control system displacing traditional
computer control system’s point to pomt lning are
obvious, such as reducing cabling cost, increasing
modularity and agility. However, some disadvantages are
also  brought, network-mnduced  delays,
disturbance and packet loss. These things can decrease
the stability and robust of the system, even cause
instability and emanation (Xiang-Hua et al., 2005; You-
Ping et al., 2004).

For revealing the stability, robust and dynamical
performance of NCS, bualt
experimental platform based on different software and
hardware. For example, Chow and Tipsuwan (2003) used
a PC rumning RTLimux working as a central controller and
a Siemens C-515C (8-bit) microcontroller board working as
aremote controller with RS-232 connection. Xue-yuan and

such as

researchers various

Guo-ping (2005) uised ARMTTDMI (S3C4510B (2002) with
running uCT.inux to work as a remote controller and a PC
with Matlab Simulink (RTW) to work as central controller.
Hiaoya et al., (2005) proposed a kind of NCS simulation
platform based on switched Ethernet though using two
computers to simulate actual controller and plant by
Matlab, which were connected through real network.
Zhifer and Shuging (2005) designed a simulation platform
of NCS by using Matlab to build models of real systems.
Communication between the controller and the plant 1s
fulfilled with Winsock. However, the lacks of these
practices are obvious. In Mo-Yuen Chow’s case, for the
lack of RS-232 protocol, the distance control based on this
system is impossible. And there isn’t OS (Operation
System) under the microcontroller board, the flexibility
and expansibility are restricted. In Nie Xue-yuan’s case,
the delays of the system are simulated delays. In Hu
Xiaoya’s case, the plant is a simulated plant by Matlab
and VB, as well as Liu Zhifer’s. All i all, these platforms
are lack of flexibility and extensibility(Mo-Yuen Chow’s)
or lack of actually(the others) because of using simulated
data.

Internet based on countless Ethernets with long-
distance data communication is the biggest network of the
world, so research on Ethernet Control System (ECS) is
the significant research of NCS’s study. Ethernet is a
multi-purpose communication protocol that has become
the data standard for home and office network (Felser and
Sauter, 2004). Industrial Ethernet products begin to serve
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the communications requirements of industrial customers,
replacing or supplementing legacy fieldbus such as
Modbus or Profibus. Whereas, these buses are mutually
exclusive and are held by different companies with
expensive prices. Recently, using civil Ethernet to
industrial field without exorbitant requirements 1s being a
het field A typical way to create an ECS is using a central
controller with powerful capability of processing and
several remote controllers to output orders to the plant
and sample the feedback values from the plant and then
send them to the central controller with a protocol, such
as TCP/TP (the most popular). However, the multiple
access nature of FEthernet makes it impossible to
guarantee a deterministic medium access time to
mdividual stations (Kweon et al., 1999, Thomas and
Gopinath, 1992).

In order to solve the lacks described above the
second paragraph and considering the popularity of the
platform, an actual platform based on Ethernet, S3C2410A
(2004) (ARM920t core) kit, DC motor 1s designed in
physical environment in this study. And this system is
named as EMECS (Embedded Motor Ethernet Control
System).

SYSTEM MODELING

By way of non-losing universality, the system
modeling is created upon a typical ECS. As shown in
Fig. 1, an ECS can be dived into three parts: The central
controller, the remote system (including remote
controller), Ethernet(Network). Where, v —[t*, ©*, .., ©*T
denote the delays between the central controller and the
remote controller in k steps. And 1~ —[t*, 1%, °
denote the delays between remote controller and the
central controller 1 feedback loop.

T T

Central controller: The central controller can be assumed
to have enough computing power and memory to satisfy

Central controller

Fig. 1: Hierarchical structure of a typical ECS
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the distributed remote controllers” requests and guarantee
the advanced real-time control laws to all remote units,
such as running a certain control algorithm rapidly and
creating commection from one remote controller quickly.
Each remote system processing has its own system
dynamics that can be described by the state-space shown
mFig 1.

Where, the state vector x* —[x?,--x*J eX* are the
state space,; rf =[5*,--1*|' e R* are the system parameters;
ve=[vf, vPT eV are the input space; t € R' is the time
parameter and f, € R" is the state transfer function.

(D

P — PP P
X —fp(x P VP

However, in ECS, % andt®can’t be neglected,
so the central controller receives the vectors
¥ = [yP,- y2]" e y" can be described as Eq. (2),

(2)

yP =xP(t-1%)

Remote controller: Remote Controller- The main job of
each remote controller 1s maintaimng the combination with
the central controller. And each one can be assumed to
have enough capability to receive the orders from central
controller and send the sampled data to central controller
in time. Because the delays between central controller and

remote controller are existing, the orders vector
[vi, v']f ey® can be shown as Eq. (3),
12 1
vP=ut(t— 1) 3
Table 1: DC motor parameters
J Inertia 10.4 kegm*107
L. Inductance 0.5mH
R, Resistance 5.80Q
K, Torque constant 22 mNm/A
K; Back-EMF constant 2.3V/1000t/min
mn Efficiency 0.79
Remote
system 1
L ]
[ ]
D
Remote notor)
controller|
Remote system p
*
®
-
Remote
system n
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Plant: The used motor is Escap (28HSL18-219/204) made
by Portescap Company. A  dynamo-tachymeter is
connected to the motor for speed measwrement. The
parameters of the motor and dynamo-tachymeter are listed
in Table 1.

As the electric time constant /R = 8.62e - 5 is very
small companng to mecheanical time constant J/f = 0.1337,
the motor can be described by a first order model. Thus,
the transfer function between the motor speed and the

armature winding input voltage 1s:

Q) UK.
Uup) ,, RI “)
Kin

SYSTEM IMPLEMENTATION

The framework of system: In the interest of establishing
EMECS, some hardwares are chosen, which are: A PC
running Fedora 6 (Linux 2.6) works as a central controller;
Eq. (2)a kit made by Samsung 2410A(ARM9 core, rurming
Linux2.4) works as a remote controlle. The DC motor is
ESCAP, 28HSL18-219/204. Besides, an interface card
aiming to realize D/A conversion and voltage conversion
is built and a server program of the central controller
mncluding control algorithm, a client program and module

of Embedded Linux including AD driver, GPIO driver and
interrupt functions on the kit are necessary.

Figure 2 describes the process of disposing data, the
time sequence and the method to calculate the delay.
Where, arrays b[k],alk] ,Sb[lk],Calk],Cb[k],Ss[k],Sv[k] are
all the buffers, which be assumed to have enough space
to storage the data. And Cs[k] (Xiang-hua et al., 2005) is
a control array of k cycle, which can be read by module
through using function ‘ioctl’. The process can be
depicted as,

Step 1: Build TCP/P connection between Server and
Client. Assumption, the name of the socket is sFD.

Step 2: When kT, time arrives, Client produces a control
array to tell module to interrupt for sampling data. And
then module produces interrupt signal and samples
voltage value from DC motor and put the value to blk]
(Assume current cycle to be No. k sampling cycle.)

Step 3: Client copies blk] to Cb[k] from kernel layer to
user layer. And then send(Cb[k], k and sFD). Get the time
of successful sending and put the time into Ss[k].

Step 4: Server receives the Cblk] by using recv (Sb[k], k
and sFD). And then send Sb[k] to control algorithm.
Control algorithm calculates the order by afk] = Cal (a
[0...K], p, g). Where p is the parameter of the system, g 1s
the control target value.

|c],-m IModulﬂl

v

Ceniral controller

Fig. 2: Process of the system
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Step 5: Server sends a[k] to Client by using send(a[k], k
and sFD).

Step 6: Client receives a[k] by recv(Calk], k, and sFD).
And then Client produces a control array to tell module to
interrupt and output data.

Step 7: Client waits for (k + 1)T, time arriving.

Taking kT, time as an example, the method of
calculating delay (T = ©° + 1) 1s listed as:

Assumption, the time of ARM sending -T*,; The time
of ARM receiving -T%;, The time of PC receiving -T%,, The
time of PC sending -T*,. From Fig. 2,

T =T =T (5)
=TT
Then,
T, =T, +T = )

a _ as pr _ Tps
T -T2 +TF - TF

Considering the O3 of the PC and ARM9 are both
Linux system, the function named ‘gettimeofday” can be
used to get the clock of the system ( T, T=, T, T all can
be gotten by this function.). The precision of the function
151 us.

control algorithm is chosen to compute the control to the
remote system for steps. After letting the set-pomt as p,
PI controller can be described as:

Uy =8, +58 T U,

B 1 =8 Upy = Uy (7)
81 =Py
v =% (Lo O)i=12

Where, 1, 1; are the parameters of the system. x = [x,
... X,|" are the state space. L,, (i) = T%, is the delay between
remote controller and central controller.

Implement with Fedora 6 (Linux2.6.18): A server program
in PC working on user layer of OS should do these works:
building connection between central controller and remote
controller; receiving data from remote controller and
sending orders to remote controller; implementing control
algorithm. The program is built under Fedora 6 (Linux 2.6).
The main parts and process of the program can be
described in Fig. 3.

The comection 1s established by using socket to
realize TCP/IP communication. In the program, functions
including ‘TnitialSocket’, “Socket Process’ and ‘Control
Process” achieve the necessary works.

Table 2: Functions descriptions

Server program Tgﬂme e guiiit'ionﬂ] :
. ohnection unction uilding the connection
Control method: In order to be simple and to reduce the 4y /write()y File I/og
processing time in the central controller, in this study, PT promt_info() Cycle control function
Tnitial socket(#&sFd) SocketProcess(&sFd) ControlProcess(&sFd)
. ; N Cycles
AFAAdS] zesi zoof (st ruct sockaddr_i n); L sFd=socket (AF_INET, SOCK_STREAMO); .
memset { {char *) &ser ver Addr, 0, sFdAISI ze); |—— sockst at usset sockopt(...}; MV(.CD-’WEFJ, l_mf!t ep, MAXZD: 0);
I niial (&serverAdd, 0); ' sockSt et usbind {...); 1> sﬂthmeofday(&umuu.:,m), e
— server Addr sin.fami 1 yAF_INET —— sockSt at usl § st en(sFd, 13; WE;I&:;:‘ “’;‘I;IIZD"R . e
| server Adr. sin_port bt ous (port; L magFdacoepi(..); m@,m! X e »
| server Addr. sin_sddr s_addr ht onl (I NADDR_ANY); send( EFd, oo, 4, 0); |
Fig. 3: Program in central controller
ComectionMyfimction() prompt_info)
[—Setp of Socket [—A/D driver set wribufl] e
| inet_aton("sarver IP', &adr srvr. sin_addr) [ resd(resd fd,buffsizeofbuff)) write(read_fd, &wribuf sizofiwribut)) : gettime of day()
srver [TCPIP| | oooroyar INET, SOCK STREAM,0) [P [ send(sockfibuff2,0) foot] {read, fd,p,0)//produce interrupt + modale
(sockfd, &adr_srvrlen_inot) — recv(sockd bul;2,0) ool Ts
[ —GPIO dirver set wribu[]
—Ewrna(md_fd,&wﬁhuf,aimthf» il
ioctl (read_filp,0)//produce interrupt

Fig. 4: The client program
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Program in ARM9 (remote controller): In the ARMO9 kit,
a client program working on user layer of OS should do
the works as: TCP/P communication with central
controller; control the sampling cycle time. And a Linux
module working on kernel layer is needed to do these
works: Driving A/D to sample the voltage from DC motor;
Driving GPIO to output orders to DC motor; Realizing
mterrupts with perameters to sample and output data,
respectively; Reading data from client program and

copying data to client program.

Client program: The client program needs keeping
commumcation with server program and the module. At
the side of communication with server, socket with TCP/IP
needs to be created. Functions® descriptions are listed in
Table 2.

The process of function ‘promt info” can be written as:

Step 1: A/D sampling. This step mcludes setting array
‘wribuf” (see next pharagh), write “wribuf” to module and
producing interrupt signal by using function ‘ioctl’.

Where, read _fd 1s the handle of module.

Step 2: Reading the A/D sampling value from module by
using function ‘read” function, which is realized in the
module.

Step 3: Sending the value to server through socket.
Step 4: Receiving order from server through socket.

Step 5: OQutputting order by GPIO. This step works like

Step 1, but the fimetion “wribuf” are different.

The framework of the program can be depicted in Fig. 4.
Wribuf] | has 4 bytes to storage order(2 bytes) and

control segment(2 bytes). The structure of Wribuf[] 1is

shown in Fig. 5.

Embedded linux module: This module mcluding
file operations like a typical Linux module, which defined
some necessary functions, such as open, read, write,
release, ioctl, etc S3C2410A (2004). However, according to

¢Bntet

Linux Module GCC2.95.3 Linux2 4.17 core

Appl, 1 (3): 180-187, 2008

the application of this implementation, GPIO Driver,
A/D Dnver and Interrupt functions should be made in
the module. The framework of the module 1s shown in
Fig. 6.

In AD Driver, firstly configurate the register named
ADCCON though setting some bits of it, such as
No.l4:A/D converter prescaler enable;No.3~5: Analog
input channel select;No:6~13: A/D converter prescaler
value; and so on. And then start the AD and read the data
from ADCDATO. The data are the sampling data.

In GPIO Driver, GPIO D3 and GPIO CO~GPIO C15
are used to output 8 bits digital signal. And
GPIO DO,GPIO D1 and GPIO G1 are used to control the
interrupt (give mterrupt signal or not). Every cycle’s
outputting data and sampling data are done in interrupt
functions (Corbet, 2005).

Function ‘“ioctl’” is used to produce interrupt signal.
Function ‘read’ and *write” are used to interact with client
prograrm.

After building the program, AD precision test is
done. In testing AD, 4 groups are taken every group has
9 values. The results are shown in Fig. 7. The average
error of AD sampling circuit is 1.91%.

Interface card: In the implementation, there are two
circuits, which are needed. One of them 1s D/A circuit.
When the digital signals are outputting from GPIO of the
kit, the circuit changes digital signals to analog signals.
And the other one is voltage conversion circuit, which
changes -5V~—+5V to 0--3V. This conversion can reach the
A/D sampling area of the kit. In order to simple, in the
implementation these two circuits are integrated in one
card. The D/A chip 1s AD7523]N (Corbet, 2005).

4 bytes
L ]
1~2
0ONC.
01 A'D
1 2 3 4 10 GPIO
11 NC.
—_—— —_—
Contral Order
segment

Fig. 5: Format of wribuf (Chow and Tipsuwan, 2005)

™

File T T T N T T
MODULE INIT O 1132410 open()f....y | AD I | GPIO driver | Interrupt Functions MODULE_EXIT
Register_chrov() mdﬂ“"’“szllsﬂ 14362410 road()f....} 1362410 sde_pid 0ioMI gefing gpio table[] | define ley jufis (sblsf]
ntisiterio, 15b16)—P] |- writee3c2d 10 write | D200} lreos ADCDATY;} | 362410 ado pid gpiogy] define stmuctkey nfo _gf | frue iralk->iry_nokey_ira)
- - | 83c2410_release(){......} | copy data 1o nser | {3 H {o} e
Initial(k->irg no) roloasoado2410 roloaso § iy o joetiygy | L ] | key g0 .....} ogister_chrdov()
joctlgpio ol jostl 1T ! ! !

Fig. & Linux module of ARMS
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TLORICH and TLOZACH are used in the card. bfter
designing the circuit diagram and buoilding the card, a test
for the precision of the circuoit is mken. Four groups with
19value of every grovpare done. The ertors are shown in
Fig. &. The average error of the DV& citcuit is 0.72%. In
cotversion citcuif, 20 walues are chosen to test the ertors.
The results are depicted in Fig. 9 and the average error is
0410,
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Fig. 10: Betnote controller and plant

EXPERIMENT

When the progiams and the interface card are
prepared, the experiments are done based on a normal
office Ethernet. Thiee ways of connections are chosen to
show the capability of the systetn. Case 1 is to connect
the central contraller and the tetnote controler ditectly. In
this tnode, the cormmunication just bebween central
controller and refnote controllet, so in other words, which
15 mro load. Case 2, the central controller connects fo a
Switch (3COR Baseline 3witch 2024) and the remote
controller is also connecting to the sarme 3witch. &t the
satne titne, the other ports of the 3witch are shared by the
peets of the office. This fype isa fypical office Ethernet
and the status of the network is stochasticlrelated to
everyuset of the Ethernet). Case 3, based on the Casel’s
conrection, heavy loads are added to central controller
and retnote controller. In everyoase, delays are measored
by the way of described in Part 3 and the resolts are also
showm in Fig. 9. Initial wollage i 0. Set-point is 0781 5w,
The patatne ters of Fleontrolerare  1,= 09775, 1, = -0. 7123,
Sampling cyele titme is 5 meand 400 stepe are done. Figure
10 shows the remote controller, the intetface card and the
plant of EMECS,

From Fig. 11 a, as the Load of the Ethernet increasing
from zero to hemry, the delays become bigger brokenly
Packet loss and hoge delays appear irtegularly And the
dymamical petformance of the systerm becormes worse. In
ascending part, from case | to case 3, the dithering of
tegponses is sharper and sharper Figo 1lb. In the
tranguilization part, shakes are becoming bigger and
bigger from case | to case 3. Lnd the time restriction is
broken with the delays increases, for example, the vsed
fitme of 400 stepsis 2 s, but in cage 3, which is around
206 =, The experinents rewvesl that the network-induced
delays, distuthance and packet loss can decrease the
sfability and robust of the systetn, even cauvse instability
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Fig. 11: Resuliz

and emanation. There are several ways can part-solve
the problem. One of them is to use new control algorithm,
which can tolerant longer delay. The other way is to
modify the protocol to guarantee the delay less than
T,. The third is to develop a scheme to guarantee an
order can be given in every cycle by predicting orders. In
this method the algorithm of estimating the order is the
key problem.

CONCLUSION

In order to reveal the influence of network-induced
delays, disturbance and packet losz on the stability,
robust and dynamical performance, a platform named
EMECS is established based on embedded Ethemnet
control system applying to a DC motor in this srudy. The
research of building EMECS includes program’s
development and hardware’s development. And then
three cases (zero load, stochastic load, heavy load) are
tested based on EMECS. The application described in this
study isn’t the only one of EMECS. In fact, EMECS can
run different control algorithms easily. It is also easy to
implement other DCS or LD S conirol systems. Future work
can be summed up ass New control algorithm in this
application to improve the capability of the system, new
communication scheme between central controller and

remote confroller or new communication protocol to
improve or stop the packet loss and huge delays. This
platform is a prerequisite experiment circumstance for
testing new control algorithm or new scheme to improve
the capability of the system. Comparing with the platforms
described in paragraph 2 of part 1, because EMECS is
realized on actual hardware, EMECS expresses the
circumstances of network more factually, flexibility and
extensibility.

REFERENCES

Chow, M.Y. and Y. Tipsuwan, 2003. Gain Adaptation of
Networked DC motor Controller Based on QoS
Variationg[J], IEEE, Trans. Industrial Electronics,
Vol. 50.

Corbet, 7., Alessandro, Rubini and G. Kroah-Hartman,
2005. Linux Device Drivers. 3rd Edn. [M], OREILLY,
pp: 42-72.

Felser, M. and T. Sauter, 2004. Standardization of
Industrial Ethernet-the Nest Battlefield?,[C] 0-7803-
8734-1/04/, 2004, IEEE., pp: 413-421.

Kweon, 3., K.G. Shin and Q. Zheng, 1999. Statisti cal Real-
Time Communication over Ethernet for
Manufacturing Automation Systems [C], Proceedings
of the Fifth IEEE Real-Time Technology and
Application Symposium.

186



Int. J. Signal Syst. Control Eng. Appl., 1 (3): 180-187, 2008

Shi-Ming, Y., Y. Ma-Ying and Y. Li, 2005. Predictive
Compensation for Stochastic Time Delay mn
Network Control Systems, Acta Automatica Sinica J.,
31 (2): 231-238

Thomas E. Bihari and Prabha Gopinath, 1992. Object-
Oriented  Real-Time  Systems:Concepts  an
Examples[C], 0018-9162/92/1200-0025503.00,1992
IEEE., pp: 25-32.

USER'S MANTAL S3C241 0A-200MHz & 266MHz 32-Bit
RISC Microprocessor Revision 1.0[EB/OL], 2004
Samsung Electronics.

USER'S MANUAL S3C4510B[EB/OL], 2002 Samsung
Electronics.

Kiang-hua, M., X Jian-ying and W. Zhen, 2005. Research
on Networked Control Systems [T], J. Shanghai
Jiaotong University (Sci.), 10 (1) 25-29.

187

Xiaoya, H., Z. Desen and W. Bingwen, 2005. Simulation
platform for networked control system based on
switched Ethemnet[]], JHuazhong Univ. Sci and
Tech. (Nature Sci. Edn.), 33 (10): 89-91.

Xue-yuan, N. and L. Guo-ping, 2005. Realization pf
Embedded Networked Control Simulation Based on
Sinulmk(J]. I. Syst. Sumulation, 17 (7): 1613-1620.

You-ping, C., C. Bing and X. JIing-ming, 2004. Scientific

problems and application prospects of the
networked control systems. Control and Decision T,
9(9): 961-966

Zhifei, L. and W. Shuging, 2005. Design of a Simulation
Platform of Networked Control Systems [T]. Chinese

I. Scientific Instrument, pp: 597-600.



