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Abstract: Most of the information resources are capable to provide concept dependent results for the biased
query. But the retrieval mechanism could not provide the relevant documents for the query text due to the size

of the information resources is dynamically growing as the new topics being added. This problem can be
overcome by automatically generating wrappers for these hidden documents. We are proposing a novel

approach for automatically generating wrappers for describing the content of the hidden documents using a
co-occurrence based clustering algorithm and Naive Bayesian classification model. The mitial stage 1s the
learming stage, which clusters the document based on the distinct concepts present in that The learming
techmique makes use of a thesaurus and builds a co-occurrence correlation model. Then the clustered document

features are used to generate the concept description using Naive Bayesian classifier. The join and posterior
probabilities are calculated using the greedy selection and joining algorithm to represent cluster. Our
implementation was tested on the standard data set and shows a better performance.
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INTRODUCTION

Text classification 1s the assignment of predefined
categories to text documents. Text classification has many
applications in natural language processing tasks such as
E-mail filtering (Sahami et al., 1998, Androutsopoulos et
al., 2000), news filtering (TL.ang, 1995), prediction of user
preferences (Pazzani and Billsus, 1997) and organization
of documents (Koller and Sahami, 1997). Because of the
variety of languages, applications and domains, machine
learning techmiques are commonly applied to infer a
classification model from example documents with known
class labels. The mferred model can then be used to
classify new documents. A variety of machine learming
paradigms have been applied to text classification,
including rule induction (Cohen and Singer, 1999), Naive
Bayes (McCallum and Nigam, 1998), memory based
learning (Yang and Liu, 1999), decision tree induction
(Mitchell, 1997) and support vector machines (Jie and
Tintao, 2001).

Naive Bayes is often used in text classification
applications and experiments because of its simplicity and
effectiveness. However, its performance 1s often degraded
because 1t does not model text well and by inappropriate
feature selection and the lack of reliable confidence
SCOTes.

This study 13 concemed with the Naive Bayes
classifier. Naive Bayes uses a simple probabilistic model
that allows mnferring the most likely class of an unknown
document using Bayes” rule. Because of its simplicity,
Naive Bayes is widely used for text classification
(Sahami et al., 1998; Pazzani and Billsus, 1997; Koller and
Sahami, 1997; Joachims, 1998; Androutsopoulos et al.,
2000).

The Naive Bayes model makes strong assumptions
about the data: It assumes that words m a document are
independent. This assumption 1s clearly violated in
natural language text: There are various types of
dependences between words induced by the syntactic,
semantic, pragmatic and conversational structure of a text.
Also, the particular form of the probabilistic model makes
assumptions about the distribution of words in
documents that are violated in practice (Graven et al.,
2000). Nonetheless, Naive Bayes performs quite well in
practice, often comparable to more sophisticated learning
methods (Katz, 1996, Kononenko, 1991). One could
suspect that the performance of Naive Bayes can be
further improved if the data and the classifier better fit
together. There are 2 possible approaches: Modify the
data, modify the classifier (or the probabilistic model).

Many
to the way documents are represented, to better fit the

researchers have proposed modifications
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This
extracting more complex features, such as syntactic or
statistical phrases (Domingos and Pazzani, 1997) and
exploiting semantic relations using lexical resources
(Friedman, 1997). These attempts have been largely
unsuccessful. Another way to improve the document
representation is to extract features by word clustering
(Mladeni and Grobelink, 1998) or by transforming the
feature space (Gomez and Buenaga, 1997). These methods
did show some improvement of classification accuracy.
Instead of changing the document representation by
using other features than words, it is also possible to
manipulate the text directly, e.g. by altering the
occurrence frequencies of words 1 documents
(Dhillion et ., 2003). This can help the data to better fit
the distribution assumed by the model. The most
umportant way to better fit the classifier to the data 1s to
choose an appropriate probabilistic model. Some
researchers have also tried to improve performance by

assumptions made by Naive Bayes. includes

altering the way the model parameters are estimated from
training data (Torldcola, 2001).

We propose a novel approach for text classification.
In our approach, we first perform the segmentation of text
document inte smaller regions, followed by clustering of
regions, before learning the relationship between
concepts and region clusters using the set of tramung
documents with pre-assigned concepts. The main focus
of this paper is two-fold. First, in the learning stage, we
perform clustering of regions mto region clusters by
incorporating pairwise constraints which are derived by
considering the language model underlying the classes
assigned to trammng documents. Second, m the
classification stage, we employ a Naive Bayes model to
compute the posterior probability of concepts given the
region clusters. Experiment results show that our
proposed system utilizing these two strategies
outperforms the state-of-the-art techniques in classifying
large document collection.

To address the above problems, we first consider the
use of a language model underlying the classes assigned
to training document set to impose additional semantic
par-wise comstramts when clustering the regions.
Recently research on clustering shows that clustering
with pair-wise constraints, a kind of realistic semi-
supervised clustering method, performs considerably
better than the unconstrained methods. Next, we
formulate a Naive Bayesian model to perform active
classification. It aims to strike a good balance between the
sinplicity of naive Bayesian model and the complexity of
imcorporating iwnformation of region
clusters. Experimental results demonstrate that the
combined approach utilizing both clustering with pair-
wise constraints and Naive Bayesian model outperforms
the state-of- the-art systems in text classification.

CO-0CCUITCIICS
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Descripti

Fig. 1: Automatic concept extration

Our main contribution 1s two-fold. First, we develop
a semi supervised region clustering method incorporating
pair-wise constramts which are derived from language
model. Second, we formulate a Naive Bayesian model for
concept prediction and inference. This study discusses
the design and implementation of our system.

Figure 1 describes a two step process for automatic
concept extraction. In the first step the document is
clustered based on number of distinct concepts available,
then in the second step the given document is classified
by calculating the co-occurrence probabilities between
the clusters and applied concepts.

FORMULATION OF PAIR-WISE CONSTRAINTS

Classification of documents reflects the semantics of
the document as well as its regions and we would like to
induce from the concepts that cannot-link and must-link
relations between different regions. In general, it is easier
to induce the cannot-link relationship from shared
concepts but the must-link relationship is harder to
deduce. We assume that the semantic irrelevance of 2
regions can be deduced by the wrelevance of all concepts
between two regions. This assumption 1s reasonable
because although classification of document is likely to
be mcomplete, it 1s always complete for those concepts
that we care most.

Co-occurrence based correlation: Tn general, high co-
occurrence concepts are likely to be used together to
describe the same document. In other words, two
concepts are likely to belong to the same conceptual
group if they have high co-occurrence and vice visa. The
co-occurrence-based correlation of 2 concepts ¢, and ¢, is
computed as:

R..{ei, ¢,) = dflc,"c,)/dt(cv ¢;)

Where df(c,"c,), df(c, v ¢;) 1s the fraction of documents
with concepts containing ¢, and (or) c,.

Thesaurus based correlation: Word Net is an electronic
thesaurus popularly used in research on lexical semantic
acquisition. ITn WordNet, the meaning of a wordis
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represented by a network of synonym (synset) and
hypernym etc between words. The thesaurus based
correlation between the two concepts ¢, and ¢, 1s
computed as:

1{(c, and ¢, inthesamesynset,orc, =c, ).

0.8(c, and ¢, have"antonym "relation )

RL(CI>CZ) : " on "
0.5(c,and ¢, haverelationof "is a:,"partof ",
or" member of ").0(others)

The relevance of 2 annotations Cp and Cq is
defined as:
Rel (¢, ¢,) = argmax (g, ¢;)

Cie Cp, Cj

Where the correlation defimtion R could be either
Rco or RL. If the relevance of two amnotations Rel
(Cp, Cq) 18 smaller than a predefined threshold, then Cp
and Cq and therr corresponding document regions are
regarded as irrelevant to each other.

CLUSTERING USING PATR-WISE CONSTRAINTS

After the construction of pair-wise constraints
between regions, we perform clustering to generate region
clusters. K-Means 1s a popular clustering method. Since
K-Means cannot directly handle pair-wise constraints, we
adapt a variant of K-Means called Pairwise Constrains
K-Means (PCK-Means) (Androutsopoulos et al., 2000) to
perform the clustering. We formulate the goal of pair-wise
constraint clustering as the mimmization of a combined
objective function, defined as the sum of the total squared
distances between the regions and their region cluster
centroids and the cost mncurred by violating any of the
pair-wise constraints.

Let {r}., v be the whole set of regions, {,}. «
represent the centroids of K region clusters {R},., &, (1)
be the cluster assignment of a region r, where 1(1) €
{1,2,.. .k} and P be the cost incurred when the cannot-link
pair-wise constraints are violated.

NAIVE BAYESIAN APPROACH

Bayesian text classification uses a parametric mixture
model to model the generation of documents (McCallum
and Nigam, 1998). The model has the following form:

i

P(d)=3 ple,)p(dfe;)

I=1
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Where ¢ (that
correspond to the possible classes) and p(c;) are prior

are the mixture components

probabilities. Using Bayes’ rule, the model can be inverted
to get the posterior probability that d was generated by
the mixture component c;:

e p(e)p(dlc)
p(d)

To classify a document, the classifier selects the
class with maximum posterior probability, given the
document, where p(d) is constant and can be ignored:

¢’ () = argmax; p(c;) p(dle,) M

The prior probabilities p(c;) are estimated from a
traiming corpus by counting the number of traming
documents m each class ¢. The distribution of documents
in each class, p(d|c;), cannot be estimated directly. Rather,
1t 18 assumed that documents are composed from smaller
units, usually words or word stems. To make the
estimation of parameters tractable, we make the Naive
Bayes assumption: That the basic units are distributed
independently. There are several Naive Bayes models that
make different assumptions about how documents are
composed from the basic units. The most common models
are: the binary independence model, the Poisson Naive
Bayes model and the multinomial model (MvCallun and
Nigam, 1998; Rennie ef al, 2003). The most apparent
difference between these models 1s that the Poisson
model and the multinomial model use word occurrence
frequencies, while the binary independence model uses
binary word occurrences. In this study we consider the
multinomial Naive Bayes model because it 1s generally
superior to the binary independence model for text
classification (MvCallun and Nigam, 1998; Rennie et al.,
2003).

In the multinomial model, a document d 1s modeled as
the outcome of |d| independent trials on a smngle random
variable W that takes on values w, € V with probabilities
p(wyc,). Each trial with cutcome w, yields an independent
occurrence of w, m d. Thus a document 1s represented as
a vector of word counts d = «xp, , where each x, is the
number of trials with outcome w, 1.e., the number of times
w, occurs in d The probability of d is given by the
multinomial distribution:

lidl

p(d|c)=p(dpld|'T] w

t
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Here we assume that the length of a document is chosen
according to some length distribution, independently of
the class. Plugging this into Eq. 1 we get the following
form:

vl

I1 pGw,lep®

t=1

¢*(d)=argmaxp(c;) 2)

The parameters p(w)g;) are estimated by counting the
occurrences of w, in all training documents in ¢, using a
Laplacean prior:

T+n(e,w,)
pw, | ¢)=————
(v]+n(c;)

Where n(c;jw, ) is the number of occurrences of w, in the
training decuments in ¢; and nic;) is the total number of
word occurrences in ¢;.

WORD FREQUENCY

It 15 usually claimed that the multinomial model gives
higher classification accuracy than the binary
independence model on text documents because it models
word occurrence frequencies (McCallum and Nigam ,1998;
Rennie ef al., 2003). Contrary to this belief, we show that
word frequency hurts more than it helps and that ignoring
word frequency information can improve performance
dramatically.

The multinomial Naive Bayes model treats each
occurrence of a word in a document independently of any
other occurrence of the same word. In reality, however,
multiple occurrences of the same word n a document are
not independent. When a word occurs once, 1t 1s likely to
occur again, 1.¢., the probability of the second occurrence
is much higher than that of the first occurrence. This is
called burstiness (Craven et al., 2003). The multinomial
model does not account for this phenomenon. This
results 1n a large underestimation of the probability of
documents with multiple occurrences of the same word.
In Dhillon et al (2003) a transformation of the form
x", = log(1+x, ) was applied to the word frequency counts
i a document in order to better fit the data to the
probabilistic model. This does not eliminate word
frequencies but has the effect of pushing down larger
counts. An even simpler, vyet less accurate method
15 to remove word frequency information altogether
using the transform x’,= min{x.}. This can be thought
of as discarding all additional occurrences of words in a
document. Instead of transforming the word counts, we
can change the classification rule as in (3):
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vl

[ pew, ot

t=1

c*{d)=argmaxp(c;) (3)

and the parameter estimation as 1 (4), where d(c J,w,) 15
the number of decuments containing w, in ¢;:

1+die,w,)
[v] +25:1 ol d(cjaws)

(4

p(wt CJ):

CONFIDENCE SCORES

Sometimes it is desirable to have the classifier
produce classification scores that reflect the confidence
of the classifier that a document belongs to a class. For
example, in binary classification problems where one class
(the target class) contains examples that are relevant to
some query, a document could be assigned to the target
class only if its confidence score exceeds some threshold.
In multi-label classification tasks (where each document
can belong to zero, one or more classes), a document can
be assigned to all classes for which the confidence 1s
above the threshold. Such confidence scores must be
independent of document length and complexity.

The posterior probabilities p(c;|d) computed by Naive
Bayes are inappropriate as confidence scores because
they are usually completely wrong and tend to go to zero
or one exponentially with document length (Forman,
2003). This 18 a consequence of the Naive Bayes
independence assumption and the fact that the words in
a document are not really independent. Note that the
classification decision of Naive Bayes is not affected as
long as the ranking of the classes 1s not changed (in fact
it has been argued that the large bias can reduce
classification error (Kononenko, 1991).

We follow the approach in (Joachims, 1998) to get
better confidence scores for Naive Bayes. Fist, we
replace the posterior scores with the KL-divergence
scores.

score (¢|d) = 1/]d| log p(c;) - Yoy yp(wd)
log (p(wi{d)/ p(wifc;)

This has 2 effects. By taking logarithms and dividing
by the length of a document, mstead of multiplying
conditional probabiliies (Eq. 2) we calculate their
geometric mean and thus account for the impact of wrong
independence assumptions under varying document
lengths. Furthermore, by addng the entropy of (the
probability distribution induced by) the document, we
account for varying document complexities. Finally, to
make the scores comparable across different documents,
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we normalize the scores such that they form a probability
distribution over classes (1.e., the scores for all classes
sum to one):

conf(c|d) = score(c|d)Y ., score(c,d)

We compare the posterior scores and the confidence
scores on the Reuters-21578 dataset, using the ModApte
split with only the 10 largest topics (Cover and Thomes,
2000). We remove all non-alphabetic characters and
convert all letters to lower case. In addition, we map all
numbers to a special token. For each topic, we build a
binary classifier using all documents in that topic as
relevant examples and all other documents as non-
relevant examples. The threshold is set for each classifier
mndividually such that recall equals precision (precision/
recall break-even point).

CONCLUSION

We have presented a novel Polynomial Naive
Bayesian approach incorporating clustering with pair-wise
constramts for automatic text classification The join and
posterior probabilities are calculated wsing the greedy
selection and joining algorithm to represent cluster. Our
umplementation was tested on the standard data set and
shows a better performance. Future work includes
mcorporating different types of pair-wise constraints and
classification of other document types.
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