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Abstract: Classification is an important problem where the performance of a classifier depreciates as the sample
size decrease and dimensionality mcrease. This study describes feature subset selection framework for
supervised classification problem which works efficiently with very few traming samples. In the proposed
algorithm, the most relevant feature has been selected by using filter method and the redundancy among the
features is eliminated by using correlation-based spanning tree. The proposed framework is designed to perform
data analytics to extract the most influencing predictors. The complexity of the algorithm is reduced drastically
by performing parallel processing of feature subsets. The performance of the algorithm 1s tested against various
predominant feature subset selection algorithms in 4 different datasets from UCI repository and 2 real world
microarray data where the classification accuracy of the proposed framework is better than the others feature
selection algorithms.
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INTRODUCTION

Dimensionality reduction problem has to be
resolved for improving the performance of the machine
learning techniques which are used for classification or
regression. Dimensionality reduction can be performed by
feature extraction or feature subset selection. Feature
extraction techniques transform the data mto low
dimensional data, so that, useful information is extracted
from all the features. Depending upon the availability of
class or target information, they are classified as
supervised and unsupervised.

Supervised feature extraction method like Fisher
Linear Discriminant (FLD) extracts the most relevant
discriminant vectors (Fisher, 1936). Un-supervised feature
extraction methods like Principal Component Analysis
(PCA) (Jolliffe, 2002), Locally Linear Embedding (LLE),
(Roweis and Saul, 2000), kemel PCA (k-PCA)
(Scholkopf et al., 1998) and Laplacian Eigen map (LE),
(Niyogi, 2004; Belkin and Niyogi, 2002) protect the
universal covariance structure of data when the targets
are not known.

Most of the decision making managerial problems do
not stop with predicting but are also, intended to know
the variables or features which influence the output. In

such cases, feature selection is preferred over feature
extraction. Feature selection can also be categorized into
supervised and unsupervised. Some of the supervised
feature selection methods like Fisher score (Duda et al.,
2012), Relief and Relief (Robnik and Kononenko, 2003),
Fast Correlation-Based Filter (FCBF) (Lei and Liu, 2004)
and Spectrum decomposition (SPEC) (Zhao and Liw, 2007),
evaluate the relevance of feature with the target class
labels. Unsupervised feature selection is performed
using variance score (Bishop, 1995), Laplacian score
and Hilbert-Schmidt TIndependence Criterion (HSIC)
(Song et al., 2012; Yamada et al., 2014).

Feature subset selection can also be classified as
Filter method and Wrapper method. Filter methods are
independent of machine leaming techmques, used for
classification or prediction (Sanchez et al, 2007). In
wrapper methods, feature ranking technique is wrapped
around machine learmng techmques. Most of the feature
subset selection problems are addressed by wrapper
method whose performance is better than filter method
(Talavera, 2005; Kohavi and John, 1997). But wrapper
method requires large training set. For the problems with
very few instances wrapper method is infeasible and the
performance of the feature selection deteriorates as the
ratio between the number of attributes to the mumber of
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Fig. 1. A feature sub-set selection framework for

diminutive dataset

mstances mncreases (Kohavi and John, 1997). The chore
of feature subset selection becomes tougher when there
are very few mstances to train for a high dimensional data.
On the other hand, most of the supervised filter method
finds the relevance between the features and the class
label but fails to remove the redundant features.
Redundant feature augments the complexity of learning
and decrease the performance (Peng et al., 2005). Thus,
feature relevance with the target and redundancy among
the features are the 2 major concerns in dimensionality
reduction problems.

In this proposed research, the designed framework 1s
for small sample size referred as dinmutive traimng set
with large number of features to perform feature subset
selection in Fig. 1. When the number of traiming instances
15 less than or equal to one tenth of its dinension, then it
15 called as dimmutive traiming set. This framework
consists of three functions for selecting best subset of
features. The first one ranks the features based on the
restramnt fisher score with the target labels. The second
one cluster the redundant features based on the relevance
between the features using correlation based on maximum
spaming tree. Fially, the last function chooses the most
relevant features which are totally independent of each
other thus removing redundancy by using the relevance
clusters. The feature subset selection algorithm 1s capable
of reducing the features without the assistance of an
optimization algorithm to choose the number of features
by utilizing Recursive Redundancy Elimination (RRE) for
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diminutive training set, thus, reducing the complexity of
the algorithm drastically. Small sample data with high
dimension requires feature subset selection. Tn addition,
even if the features selected are relevant to the target
vector, redundant features can significantly increase the
complexity of learning and generally depreciate
classification accuracy.

MATERIALS AND METHODS

Feature subset selection for diminutive training data:
This study describes some definitions and notations used
for feature subset selection in a small dataset context.

Definitions and notations: For small sample learning, a
data set of N instances, X = {x,, ... , x,,} and M features of
Xare F = {f, f, ..., fi;} be the corresponding feature
vectors that record the feature value in each instance.
The corresponding target vector or labels are given by Y
= {y, ... , ¥y} where N<<M. The feature vector F is
divided into U subsets of size h where h is not greater
than N (h=N) such that F = {{f (1, 1), ... , { (h, h)}, {f (h+1,
1y, ..., f(2h, Wk, ..., {f (Uhtl, 1), . o f (N, h)it or
F=1iF, ... ,F}whereF=1{f,, . ,f,andT {0, 1, .,
U-1%.

Restraint relevance clustering: For a given set of
features, relevance clustering is performed to form m
clusters. In each cluster €),; any pair of features f, and £,
the different type of restriction are:

Must-Associate constriction (MA): relating f, and £,
specifies that they are highly correlated
Cannot-Associate constriction (CA): relating f, and £,
specifies that they are independent of each other

MA and CA constraints subdivide the subset £, into
Q.. ..., Q.. clusters. The features are selected such that
no two features in € are elected to resultant feature
subset.

Related work: In this study, we discuss the feature
scoring and redundancy elimination through graph theory
with their limitations.

Fisher score: This score is used for supervised feature
selection. The Fisher score inspects the distance between
the data points in the same class. These data points are as
close as possible and distance between the data points in
the different class are as far away as possible and ranks
the feature accordingly. The fisher score F (Z) 1s
computed for each feature based on the relevance with
the target vector. The Fisher score 1s computed as
follows:
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F(Z)=8,(8, ) L
Where:
5, = Between-class scatter matrix
5, = Total scatter matrix
¥ = A positive regularization constraint
I = Tdentity matrix 8 and 8
Are defined as:
c o _ _ T
S, =3 n,(5,-5)(8,) (2)
K=1
—~ c —~ —~ T
S,=>(-5)(5-3) (3)
1=1
Where:
5,andn, = The mean vector and size of the kth class,
respectively m the reduced data space Z
5-s n,5, = The overall mean vector of the reduced data
k=1
g = The mean of individual feature vector and ¢

represents the dimension of the data

Maximum spanning tree based redundancy elimination:
Maximum spaming tree 1s constructed to eliminate the
maximum number of redundant features and keep the
strong relevant ones. This method decides on h
superlative features and build the graph Gy, (Vy, E,) where
Gy(V,, E)) 1s a weighted graph where V 1s the set of
vertices representing h relevant features and E, 1s the set
of edges comnecting h vertices. An edge weight
represents the correlation between vertices (features)
which are connected by the edge. Maximum spanning tree
GV, By is built from Gy, using Prim’s or kruskal’s
algonithm. Relevant feature Fr 1s chosen from V’, such that
(F., F)E’,. This procedure is repeated for all relevant
features. G is the adjacency matrix of size hxh
representing the graph Gy(V,, F,) (Benabdeslem and
Hindawi, 2014) has used minimum spanning tree to form
clusters but in different contexts.

Discussion and motivation: Fisher score computes the
score for each feature which 13 highly relevant to the
target variable but fails to consider the combination of the
features. That is to say, the relevance of individual
features is low but the combination of various features is
high. Secondly, they cannot eliminate redundant features.
Thus, handling redundant features is mandatory whle
using fisher score.

Maximum  spanning tree  based redundancy
elimination technique proved to be the best for feature
selection for classification and clustering
(Benabdeslem and Hindawi, 2014) but the complexity of
algorithm increases as the h increases. Moreover,
determining h is done either by an optimization algorithm
which adds up the complexity or choosing a random
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mumber which may pay no heed to a relevant
feature thus tumbling the performance of the
system.

Proposed approach: Tn this study, we present our feature
subset selection framework for diminutive feature
selection. Tt incorporates a restraint Fisher score and
relevance clustering by using correlation based
maximum spanning tree. In addition it exploits a
recursive redundancy elimination algorithm for more
proficient feature selection in the diminutive training
context.

Restraint feature ranking using Fisher
Filter-based feature selection method like Fisher score is
usually cast into a binary selection of features which
maximizes the performance criterion (Benabdeslem et al.,
2014). Fisher score determines the relevance between a
feature fr and the class labels Y. Tt picks each feature
autonomously according to, their scores determined using
Fisher criterion. Fisher weights of the rth feature are given
as follows (Duda et af., 2012):

score:

Zli:lnk (BL_S)Z

The mean and standard deviation of the
whole data set X, corresponding to rth
feature

The mean, standard deviation and size
of the kth class, corresponding to the
rth features

W(X') (4)

Where:

" ando”

8, o, andn, =

The Fisher score for the rth feature 1s given as Fr.
R 2,
0,if > n, (B;-Sr) is zero
i

(3

. z,
Oo,lf(Gr) 18 Zero

W (Xr ), Otherwise

Sort the features in non decreasing order of their
Fisher score. Then rank the features such that the feature
with higher score has the least rank. @ has the features
and their rank:

(6)

@, = {i" minimum of F,

Feature relevance clustering: In this study, we propose
a new clustering technique which assists in removing the
redundant featires as a part of feature subset
selection.
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Cluster 1
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Fig. 2: a) GM original graph where each node represents a feature. And the edge connecting the nodes represent
correlation between the features; b) G’ maximum spanning tree for the graph Gy, and ¢) G”M relevance clusters

formed by removing mimmum edge

Correlation measure: The predominant measure which is
used to find the relationship between two features f, and
f. is correlation coefficient. Tt is defined as follows
(Schreiber et al., 2003):

TS

BN oF (153
QN SYTE N Sy

where, T and f are the means of the feature vector f,
and £, respectively. Correlation matrix R contains pair
wise correlation coefficient between each pair of features
in the input dataset. R represents the feature-feature
relevance and the strength of their association. The
features which are highly correlated are extremely
dependent or extremely relevant to each another. The
matrix R is given as follows:

f,-T,

o

7
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R

_ {(O,ifziiz (Fn(, ) () is ore

T2
@l if(zwz(fw—(fu)) }iszero
(8)

Relevance clustering using maximum spanning tree: In
this study, we mtend to cluster the features which are
highly correlated using graph based method We
propose a strategy to cluster relevant features by
using correlation based maximum spanning tree. This
technique requires an adjacency matrix representing a
graph G,V , B ) whose vertices V; are the features, edge
cost Hy depicting the absolute value of correlation
between the features (i.e., E; = abs (R,)) and Gy is
manipulated as follows (Fig. 2):
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Eg,ifabs(Rm) =0
0, Otherwise

Gy, (r,c)—{

The maximum spanning tree G’ is a connected acyclic
sub-graph of Gy, such that the sum of edge cost is
maximum. This is constructed using an optimization prim’s
algonthm (Stoer and Wagner, 1994). Figure 2 a represents
a complete graph where all the edges are weighted using
the correlation values (number of features, M = 6). Where
Fig. 2b depicts maximum spaming tree G’ obtained
from G, where the edge comnecting the vertices

represent highest correlation among the features
considered:
E. whereE', = max,(E
G'M(r,c): o W ere. o M( G) (10)
0, Otherwise

Threshold value 1s determined by calculating the mean
of R. and 1s defined as follows:

R (11)

r,

_ 2 2R

[

i and j are iterative variables which varies from 1-r
and ¢ respectively. Where r and ¢ represents number of
rows and columns of R. Remove all the edges whose cost
lesser than the threshold value R, . The nodes or vertices
or features which are connected form a cluster. Figure 2¢
depicts the cluster of features.

E g (r.c),whereE 5 >
R, (r,c)@ 0,0Otherewise

Ew.(r,c): (12)

Gy (r.e)= {(lsEm ooy > 0 @ o, Otherwise) (13)

Algorithm 1; Restraint Relevance Clustering (RRC):
Input : Feature Subset €3, for Input Xy

Output : Forest G"= {0,,,....L,.}, ‘m’ featre clusters

1: Construct the Correlation matrix R from 3, using Eq. 8

2: Construct the graph Gy {Vy,, By where each Vy, represent the features in
Q. and By represents the correlation between the features in £, using Eq. 9
3: Find the maximum spanning tree G’ Vyy, Ey) from Gy using Prims’s

4: Calculate threshold value R usingEq. 11

5: Remove the edges whose cost lesser than the threshold
6: Tdentify the features which are connected as a cluster
7: Return the ‘m’ relevance clusters G"= {Q,,,..., Q,.}

value

Feature elimination: Feature elimination 1s done such that
features are non redundant and highly relevant to the
target vector. In this study we present paramount restraint
feature elimination and recursive redundancy elimination
for diminutive dataset with massive features.
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Fig. 3: Elimination of redundant features (from G ., in
Fig. 2¢)

Table 1: Ranking of features shown in Fig. 3

Feature rank Feature munber
1 F3
2 F2
3 F4
4 Fl
5 F5
6 F6

Paramount restraint feature elimination: In this study,
we will choose features to eliminate redundancy such that
the element is highly relevant to the target vector. Feature
redundancy is directly allied to feature correlation. Tt is
broadly acceptable that 2 features are redundant to one
other 1if their values are entirely correlated (Lei and Liu,
2004; Benabdeslem and Hidawi, 2014). The relevant
clusters formed by relevance clustering using algorithm-1
umply all the features connected are highly redundant.
Feature subset selection i1s implemented such that a
feature is selected from a cluster which is highly relevant
with the target vector given by the feature ranking
algorithm which uses Fisher score. Sort the features based
on the rank in non decreasing order such that the least
rank feature is highly relevant with the target vector. One
feature with least rank is selected from each cluster and
the rest i1s eliminated and 1s shown m Fig. 2¢ and feature
ranking for the features m Fig. 2 is shown in the
Table 1 where M = 6.

Feature

Algorithm 2; Paramount  Restraint

Elimination-PRFE:

Tnput: Feature Subset Gy= {£),,,. .., Q, }Feature Ranking @,
Output : F,={f,,..., ..}, mrelevant non redundant features

1: Rank the features using Eq. 5

2: Sort the features based on their rank in ®, where ®&={fi, ..
that rank(f;) < rank (fy) <, ... , < rank(f,)

3: repeat

4: Select the relevant feature (f,f)) from @,, such that for all (f,f) in F,
(f,.f) does not belong to the same cluster {C,, ..., Q)

5: And rank (f; y*min(rank(f))) where f, (;

6: until no more features can be selected from @,

T: return F,

., £} such

Recursive redundancy elimination for diminutive
training set: For dataset with a very small number of
instances and a large feature set cannot employ the
wrapper method, since, the learning performance
depreciates as the instance to feature ratio decreases. The
major limitation of feature subset complexity of algorithm
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is propositional to the number of features and if there are
millions of features it would be a time consuming to
compute all the pairwise correlations. To address this
1ssue the features can be split into subsets and moreover
this method will not affect the performance, since, Fisher
score determines the relevance between an individual
feature and the target and not the combination. This
technique 18 beneficial in improving the complexity of the
algorithm. While finding the correlation matrix, the
dimension of the matrix 1s reduced drastically and thus the
complexity of the algorithm is reduced.

Algorithm 3; Recursive Redundancy Elimination (RRE)

for diminutive training set:

Tnput : Input Dataset ¥y and Target Class Labels Yy

Output : FE={f},....fi}, ‘d” relevant non redundant features

1: repeat

2: Break up the input data into ‘n’ rmtualty exclusive feature subsets each
with °h’ features, such that h<N where N is the number of instances

3: For each subset Q, perform algorithm 1 to get “m’ relevant feature
clusters

4: From each relevant cluster pick one feature, thus having ‘m’ features
using algorithm 2

5: merge ‘h’ features fiom ‘n
for next iteration

6: until “n” becomes one to completely remove redundancy

7: retum Fy with ‘d* features which are non redundant to each other and
relevant to target class labels

* cluster to form a feature subset or input data

Next mmportant question 1s how to determine the
mumber of features in a subset. Many studies have
agreed that when the number of mstance is greater than
the features, the classification performance improves
(Joachims, 1998). Hence, the number of feature in a subset
h is chosen such that h=N; Usually N/2<h<N (i.e., lies
between N/2 and N). The algorithm 1 and 2 are executed
for every subset of features. And the feature subsets are
mutually exclusive to each other. This is an iterative
process, since, the features selected from each subset
serves as the put to the next iteration and the
process repeats until redundancy is removed completely
(1.e., n = 1). Finally a proper feature subset selection 1is
performed where the selected features are non redundant
to each other and relevant to the class labels. This
algorithm is self-governing and does not wait for
mput from the user like number of features to be
selected.

RESULTS AND DISCUSSION

Experimental study: In this study, we pragmatically
assess the performance of the algorithm derived from the
RRE framework (algorithm 3). The study is made in the
Diminutive traiming context with redundancy analysis.

Data sets and methods: In the research, 4 high
dimensional data sets (M>300) with very small training set
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Table 2: Training instance to feature ratio

Data sets N M 5 =N/M
LSVT 10 309
0.0324
Arcene 10 10000
0.0010
Madelon 10 500
0.0200
Dorothea 10 5576
0.0018
Table 3: Data set description
Training set Test set
Actual Class
Data sets features  values N,  Percentage N, Percentage
LSVT 309 0 6 60 24 66.67
1 4 40 12 33.33
Arcene 10000 0 6 60 56 56
1 4 40 44 40
Dorothea 5576 0 7 70 722 90.25
1 3 30 72 9.75
Madelon 500 0 5 50 1000 50
1 5 50 1000 50

(N =10, N=<M/10) 1s selected. The datasets are available in
UCT machine learning repository. The whole data set
information is detailed in Table 2 in which the last column
represents the ratio of mstances to features. This 1s
shown to evident that feature selection algorithm
performs better Chigher prediction accuracy) for very small
dataset S<0.1). The data sets are high-dimensional with
very small training set.

The problem is to train with very small data (say 10
instances) Table 3 presents the number of mstances used
in the training data (N,) and test data (N,). The
distribution of examples belonging to class O and class 1
are shown (both count and percentage are logged). This
clearly shows that test data has varying distribution. Tt is
evident that if an algorithm can perform better for all
these data, then it is feasible for any given data. To
evaluate the performance of RRE algorithm and to
compare it with other methods, we choose 4
representative methods.

Fisher, commonly referred as Fisher score is
basically a supervised feature selection method that
can be used to find the relevance between two vectors
(Peng et al., 2005).

mRMR, mimimum Redundancy-Maximum Relevance
15 a Filter method which removes the redundant features
using mutual information between the features (Maji and
Paul, 2011; Zeng et al., 2014). SBMLR, Sparse Bayesian
Multinomial Logistic Regression calculates the weights
for a sparse multinomial regression model where the
sparsely populated data is obtained using Bayesian
regularization with a Laplace prior (Cawley et al., 2007).

RREDT, Recwsive Redundancy Elimination for
Diminutive Training set is the proposed framework which
removes the redundant features using pair-wise feature
correlation.
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Table 4: Classification accuracy (%6 higher the better)
Prediction accuracy

Actual  Features

Data sets features selected  Fisher mRMR SBMLR RREDT

LSVT 309 29 63.49% 61.11% 69.05% T3.81%
(3 A (2) (1)

Arcene 1000 23 61% 54% 60% 64%
(3] A (3) (1)

Madelon 500 43 50.55% 51% 51% 51.1%
(€3] 2 2 (1)

Dorothea 5576 17 80.13% 61.5% 73.63% 82%
2 “ (3 (1)

Average 2.75 3.5 2.5 1

Rank

Classification 1s done after feature selection. Since,
very few stances are available for traimng, Bootstrap
aggregation ensemble decision trees are used commonly
known as TreeBagger. Every tree m the ensemble 1s
grown on an independently drawn bootstrap replica of
mput data to mmprove classification accuracy. Bootstrap
aggregating, also, called bagging is a machine learning
ensemble algorithm designed to improve the stability and
accuracy of machine learming algorithms used in
statistical classification. It also, reduces variance and
helps to avoid over fitting. Moreover, it performs well for
small dataset.

Experimental setting: Each data set is split into tramning
partition with 10 instances randomly chosen and a
test partiton with the remaiming mstances. After
feature selection, TreeBagger classifier is employed for
classification.

Accuracy 1s determined using the

following:
<100 (14)

dentified
correctly, B denotes number of classes identified wrongly

where, « denotes number of classes

and at+p is the total number of instances. The
classification 1s performed several times and the average
accuracy is tabulated in Table 4. Finally, for redundancy
analysis, we used the same measure used by Zhao et al.
(2011

1 > plEF] (15)

du(F)=———
e u( ) M(M'I)F1,F]eF,1>]

where, F is the final set of selected features, p,; returns
the Pearson correlation between the two features F, and
F. The
average correlation among all feature pairs. Large value

indicates the features are strongly correlated and thus

redundancy measurement evaluates the

redundancy is expected to exist in F.

X (NxM)

nQ(Nx m)
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Fig. 4: Feature subset selection framework RRE

Feature gquality on classification performance: In this
study, we evaluate the performance of our framework and
compare it with other feature selection methods. This
comparison concerns the classification accuracy results
that we present in Table 4. Which presents the prediction
accuracy evaluated using Eq. 14 and the ranks for the
feature selection algorithms pertaining to a particular
dataset are given within the brackets. These ranks are
used to perform Friedman test. Where the null hypothesis
(H,) is defined as “There is no proposition between the
methods™ and the alternate hypothesis (H,) as “There 1s
proposition between the methods and the true wvalue
indicates the proposition”. The number of feature selected
15 also, tabulated. RREDT algorithm automatically
converges to determine the mumber of features and the
same 1s mmputed to other algorithms to compare their
performance. The true value (prediction accuracy in %) of
RREDT algorithm is greater than other techniques
compared. Table 4 clearly depicts the RREDT algorithm
outperforms the other predominant feature selection
algorithms (Fig. 4).

The speciality of the proposed algorithm 1s that it
automatically converges to select the number of features
required for classification. Whereas for other feature
subset selection technmiques the number of features is
decided by the user or by the optimization algorithm. The
decision of optimization algorithm increases the time
complexity, since, it involves more iteration in selecting
the optimal number of features. Table 4 shows the
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Fig. 5: Boxplot showing the statistical differences
between the prediction accuracy of the
combination of Fisher score (Fisher) minimum
Redundancy-Maximum Relevance (mRMR) Sparse
Bayesian Multinomial Logistic Regression
(SBMLR) and Recursive Redundancy Elimination
for Diminutive Training (RREDT) feature selection
methods with treeBagger classification

mumber of features selected by RRE algorithm and the
same number of features is used to test the performance
of other algorithms. And it 1s found that results (selection
of number of features) are same as that of optimization
algorithm.

Figure 5 shows the box plot where x-axis has various
selecton techmques compared and y-axis
denotes the prediction accuracy. The box represents the
range of accuracy produced by the techniques and the

feature

line m between the box represents the mean accuracy.
It can be stated that proposed system is more accurate
than other feature selection algorithms. These assert 1s
supported by a statistical test where the hypothesis
“There is no proposition between the methods” was
rejected at the 95% confidence level (Friedman test,
value = 0.031, alternative hypothesis: there 1s proposition
between the methods and the true value indicates the
proposition).

In real world applications, the microarray data has
very small number of training instances compared to
1ts dimension. Two microarray data GLI-85 and TOX-171
from  http://featureselection.asu.edu/datasets.php  are
analyzed with different feature subset selection
algorithms and Table 5 and Fig. 6, clearly depicts that the
proposed algorithm performs better than other feature
subset algorithms in terms of classification accuracy. The
microarray dataset GLI-85 has 85 instances and TOX-171
has 171 instances where the instances were equally
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Table 5: Redundancy measure (smaller the better)

Data sets Fisher mrMR SBMLR RREDT
LSVT 8.00 0.03 3.46 0
Arcene 10.60 0.09 5.75 0
Madelon 6.96 0.27 4.75 0
Dorothea 0.70 0.10 6.85 0
120 @Chi-square g mrMR
.1 FCBF ReliefF
100 1.1 Fisher 1 SBMLR
Gini B Spectrum
80
B Info Gain i Ttest
S g Kruskal Wallis g RREDT
3 60
5
8
<<
40
20
0 L 1]
GLI-85 TOX-171

Fig. 6: SVM Classification accuracy of microarray dataset
obtained from various feature subset algorithms

partitioned into two, one for tramning and other for testing.
Similar analysis on small sample size problem were
performed in L1 ef al. (2015) utilizes same dataset.

Feature quality on redundancy rate: In Table 6, the
redundancy rates of feature
classification by different algorithms is shown for
different data sets. Note that this number of features
selected n is automatically determined by RREDT
algorithm. The proposed framework ensures zero
redundancy and 15 compared with mRMR which handles
redundancy. We report in the table the best result among
the three variants for each data set. We can see in Table
4 that RREDT efficiently removes redundancy. For this
task 1t outperforms Fisher, SBMLR and mRMR. When
feature selection used in decision making, redundant
features will mislead decisions.

this study, the proposed feature
selection framework is designed for high dimensional
small sample size classification problems. The proposed
framework is highly generic and can be used in many real
world applications addressed by the recent research
(Junttila ef al., 2015, Shaghaghi and Vorobyov, 2015;

subset selected for

In subset
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Table 6: Performance comparison of different feature subset selection algorithms on Micro-Array data

GLI-85

TOX-171

Feature selection Total number Optimal number

Total number Optimal number

Techniques of features of features Accuracy (%0) of features of features Accuracy (%0)
Chi-square 22283 17 85.72 5748 11 47.06
FCBF 22283 18 88.10 5748 11 47.06
Fisher 22283 27 88.10 5748 11 47.06
Gini 22283 13 83.33 5748 11 47.06
InfoGain 22283 14 85.71 5748 11 47.06
KruskalWallis 22283 12 90.00 5748 11 47.06
mr MR 22283 13 88.09 5748 11 47.06
ReliefF 22283 13 90.48 5748 11 35.29
SBMLR 22283 12 83.33 5748 12 47.06
Spectrum 22283 37 50,52 5748 18 47.06
t-test 22283 15 83.33 5748 16 47.06
RREDT 22283 9 98.10 5748 7 56.47

Tuand Zoubir, 2015; Binol et al., 2015). The proposed
framework works by redundancy elimination and
relevance analysis for diminutive (small sample size)
dataset. A new function was developed to elimmate the
redundancy among the feature based on geometrical
structure of data and relevance of the data with the class
labels, hence, the feature subset selected are the optimal
predictors or decision variables.

CONCLUSION

The proposed framework has several advantages. It
does not require an optimization algorithm to decide the
number of feature used for classification, since, the
proposed frameworle automatically selects the feature
subset. It exploits the pairwise feature correlation to
remove redundancy among the features completely. It
elects to choose the most relevant feature among the
redundant cluster using graph noticnal approach

RECOMMENDATIONS

Future research may include residual management.
A new feature could be derived from the elimmated
features. One or more component is extracted which
represent non redundant relevant part of the elimmated
feature, thus, improving the performance of the
classification.
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