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Abstract: Medical disease diagnostic 1s a very important problem mn the medical domam and data mimng
approach. Early detection of the diseases 1s very highly important for treating it in early stages. The challenges
among machine learning methods are very important to focus on the effective tool to improve the diagnoses
problem by mdicating the performance of neural network classifiers. This research aums to create a new hybrid
method (mRMR-FLN) by exploiting the potential performance of Fast Learmng Network (FLN) classifier after
integrating it with efficient feature selection algorithm, meximum Relevance Mimmum Redundancy
(mRMR), to achieve better diagnoses on different diseases. The components of the proposed hybrid method
(mRMR-FLN) will be (mRMR) algonithm as a feature selection method and Fast Learning Network (FLN) as a
neural classifier. The performance of the new model has been examined and recorded with benchmark
measurement on seven evaluation measures. The proposed hybrid method (mRMR-FLN) has aclieved very
promising classification accuracy using 10-fold Cross-Validation (CV).
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INTRODUCTION

The diseases are a particular abnormal condition that
effects on patient orgamsms caused physical injuries that
are mcluded m public health surveillance, momtoring and
reporting (Hauschild et af., 201 7). In medical domeain, data
mining techniques can lead to understanding the level of
associated risk (Dominic et al., 2015). Data mining is one
of the most motivating research areas that is becoming
increasingly popular in health organization (Tomar and
Agarwal, 2013). The diagnostic
challenging by using different classifiers on different
diseases (Hartharan and Arulanandham, 2017). Especially,
for poorly understood diseases,
might use significantly different diagnoses

disease’s faces

different researchers
types.
Without an agreed-on diagnoses, these researchers may
have reported different numbers of cases and
characteristics of the diseases (Linden and Yamold, 2016).
However by dependent on prelustoric data and the
probability of diagnosing disease many researchers
demonstrate that with a techmique based on (BP)
algonithm they tried to support doctors, especially for
asthma disease to prevent the disease durng the early
itself (Rajan, 2017). Data mining provides the researchers

to alter these mounds of data into useful information for
medical decision making. The literature analysis for
diagnosing disease reveals to how much importance of
machine learming and neural network have gained in this
domain (Foster et af, 2014). The machine learmng
algorithms reside mn the powerfulness for obtaimng and
presenting the practical application value by obtaining the
recognition ability and generalization, the non-linear
problem will be solved by neural network methods which
identifies system models. Extreme learning machine 1s one
certan machine learming types that mvolve training one
hidden layer neural network. Several versions of ELM
have been developed with a wide interest in applying it to
different areas and applications. Many data mining
techniques have been employed to identify diseases
based on non-mvasive clinical parameter tests (Verma and
Srivastava, 2016). The premature detection of disease is
very necessary m order to avoid the risk of the diseases.
The hybrid method of adopted a Hybrid Feature Selection
(HFS) as feature selection approaches with Weighted
Least Squares Twins Supports Vector Machine (WLST
SVM) (Tomar and Agarwal, 2015) was proposed as a
classification approach to evaluate the sigmficance of
each feature, this hybrid model recorded better results of
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three diseases. The high-dimensional dataset challenge
and uncertainties have been handled (Long ef al., 2015)
by using the rough sets model based attnbute reduction
using Chaos Frrefly Algorithm (CFARS-AR)
mvestigated to explored on optimal reduction, the results
have been compared with other machine learmng methods
namely Naive Bayes (NB), Support Vector Machines
(SVM) and Artificial Neural Network (ANN). The
proposed model was useful model as a decision support
system for heart disease diagnosis. The online learning
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program was designed (De Lannoy ef al., 2012) to form a
personalized  diagnosing  model patients by
presented a parallel general regression newural network
(GRNN) to diagnosing the heartbeat Naive DBayes
(NB) and Support Vector Machine (SVM) was used
{Ananthapadmanabhan and Parthiban, 2014) to predict
the early detection of eye disease diabetic retinopathy.
The study that aimed to compare different classifiers with
breast cancer disease was presented (Diz, 2014) to find the
best methods in predicting this disease, among the
different tests classifiers, Naive Bayes (NB) was the better
to recognize masses texture and random forests was the

for

first or second best classifier for the majonty of tested
groups. There were studies (Almouti and Bayat, 2016)
that were related to data minmng techmques for early
detection of hepatitis diseases with Support Vector
Machine (SVM) algorithm, according to many studies
done by wvarious scientists around the world. The hybrid
method of early diagnosis of Parkinson’s Disease (PD)
was developed (Chen et af, 2016) by combining the
feature selection; maximum Relevance Mimmum
Redundancy (mRMR) with Kernel extreme learming
machine KELM. This proposed method (mRMR-KELM)
achieved & very promising classification accuracy
using 10-fold Cross-Validation (CV).

The goal of this research 13 presenting a new method
based on fast learming neural machine as a tool for
diseases diagnostic. The proposed method 1 a hybrid
method (mRMR-FLN) which 1s performed by exploiting
FLN classifier end meaximum relevance mimmum
redundancy (mRMR) as a feature selection method, for
diseases diagnosis.

MATERIALS AND METHODS

FLN basic Fast Learning Network (Basic FLLN): The fast
learning network FLN is based on a single layer
feedforward neural network and a three-layer feedforward
neural networl;, input layer, hidden layer and output layer
with a parallel connection. Given N arbitrary distinct
samples (3, Y;) where 31 = [X,; X, ..., X,,]" is the training
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sample of a-dimensional vector quantity, Y; = [Y,;, Yi, ...,
Y.|" is the target vector. The fast leaming network has
hidden nodes, W™ 1s the m»n input weight matrix,
b=[b, b, b, .., b,]" (Fig. 1) is the bias matrix of hidden
layer, W* is the 1*M matrix which connects hidden layer
with output layer. W is the I*N connective weight matrix
between the output layer and the input layer. C=[CI,
C2, ..., CJ' is the bias matrix of output layer. The j, output
target vector of the FLN could be written as shown
m Eq. 1:

i m oh in
Y f[w Xj+c+2k_1Wkg(kaj+bk} (1)

i=12...N

where, f () and g (.) are the active functions of output
layer and hidden layer, separately. Equation 1 could be
rewritten as shown mn Eq. 2. Where:

X X
Y = f(WOX+WhGHo) = £ | [WAWc] G | |=f| W|G
I I
(2)
g{ WX, +b, ) g{ WX, +b,) |
G= : - : mxN (3
g WX +b, ) g Wi X b, )

The matrix W = [W* W C] could be called as output
weights. G is called the hidden layer output matrix of FLN,
the ith row of G 1s the ith hidden neuron’s output vector
with respect to inputs X, X, ..., X. FLN could randomly
generate the mput weights and biases b = [b,, b,, b, ...,
b,] of the ludden layer. After that, the FLN could be
thought of a linear system and the output weights W
could be analytically determined through the following

form:

X
WG
I

X
Y| =m0 f| WG
I

f Y (4)

For an invertible activation function () the output
weights are also analytically determined by Eq. 5:

X
W| G -f'(Y)
I

X
=m Wi G -f'(Y)
I

)
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Hidden
layer

Fig. 1: Procedures structures of the Fast Leaming Network (FLN)

where, £ ()" is the invertible function of f {.). According to
the moore-penrose generalized inverse, the minimum norm
least-squares solution of the linear system could be
written as:

X
W=r'(v) G| = (V)1 ©)
I
If rank(H) = N, then Eq. 6 could be rewrntten as:
XV xT
w={Y)[XGT|G|| |G| =
(v) [X'6"T" ] 4 o

£ {Y)(X™X+GTG+T) W

As shown m above learning process, the output
layer nodes in FLN classifier (Ii ef al., 2014) not only get
the recodification of the extermal information on the
hidden layer nodes but also gets the external information
tself directly through the input layer nodes. In addition,
many researches of literature (i et al., 2017) have shown
that a Multilayer Feedforward Neural Networks (MFNNs)
can be solving the linear problem with higher efficiency
than single layer feedforward neural network and used 1t
in  simulated approximation problem  with the
approximation of nonlinear mappimgs from the mputs to
the outposts. With this advantage, the FLN with the same
or a smaller number of hidden umts can aclieve much
better generalization performance and stability than ELM
and KELM.

Feature selection algorithm: This study gives a
description of mRMR, mRMR is a filter type feature
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Table 1: The feature subset obtained by mRMR filter

Size Feature subset

1 F1

2 F1F2

3 F1 F2F3

4 F1 F2F3F4

5 F1F2F3F4F5

n Fl1 F2F3F4F5, ..., Fn

selection method that looks up to choose features
which they are relevant to the target class (maximum
relevance) and holding up with the feature subset
containing as non-redundant features as possible
(mimmum redundancy) (Peng ef al., 2005) (Table 1).

Proposed hybrid method for disease diagnostic: The mamn
aim of the proposed hybrid method is to provide an
efficient and accurate diagnostic tool. In this proposed
hybrid methods, feature selection is primarily applied to
identify the mtegrated features in each disease (dataset),
after then several feature subsets with higher features
ranking are fed to the ELM, KELM and FLN models for
evaluating the performance (Fig. 2). We can see that two
main measures of the ELM, FLN based method are a
selection of hidden neurons and activation functions
while the mam measure of KELM based method 15 the
choice of the parameter pair. The three hybrid methods are
comprehensively evaluated on five diseases and they will
be estimated by using k-fold CV.

Experiments design

Diseases descriptions: All the following five datasets are
taken from UCI machine learning repository (Lichman,
2013), the UCI machine learning repository 1s a large set of
databases, domain theories and data generators which are
utihized by the machine learmming commumty to the
experimental analysis of machine learning algorithms.
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' 7

Average prediction results
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Fig. 2: Overall procedure of the proposed ELM, KELM and FLN based diagnosis method

Table 2: The confusion matrix

L e A ————

Description

Actial class Yes No
Yes TP FN
No FP ™

(True positive) indicates to correct prediction of having the disease
(True negative) indicates to correct prediction of non-having the disease
(False negative) indicates to false prediction of non-having the disease
(False positive) indicates to false prediction of having the disease

Experimental setup: The entire experiment is implemented
in the MATLAB platform which runs on Windows 7
ultimate operating system with mtel® on 64, Core 15
processor 3340 MB (2.70 Ghz 270 GHz) and 4 GB of
RAM. mRMR program can be obtained from.

Performance measures: The classification accuracy,
AUC, sensitivity, specificity, Precision, F-measure,
G-mean. Are generally used as performance metrics for
evaluation the performance of the binary classification
task, especially for the disease diagnostic task. The
confusion matrix must be introduced to define these
measures as shown in Table 2.

The AUC measure is the area under the Receiver
Operating Characteristic (ROC) curve represented by
(AUC) measure with true positives versus false positive
rates in the area of the plots. A classifier that achieves a
higher AUC has the advantage among other classifiers
that achieves small AUC, AUC 1s the best method for
comparing classifiers (Fawcett, 2006, Fawcettm, 2003).

RESULTS AND DISCUSSION

In this research the results fustly showmg the
best-indicated parameters for each classifier in all 5
diseases as shown in Table 3, secondly this research
mvestigating with detaill for the performance of
(mRMR-FLN) with five experiments, each experiment will
be specific for one disease. This disease (dataset) will be
reduced with (mRMR) algorithm by ranking the dataset

205

attributes to feature subsets, these feature subsets will be
processed with neural classifiers (FLN, ELM and KELM).
Then the seven evaluation measures (AUC, accuracy,
sensitivity, specificity, precision, F-measure, G-mam) for
each classifier will be obtamned. Our focus will be on the
classification performance for the lghest average subset
to each classifier. Then, the performance comparison for
these three proposed neural classifiers (FLN, ELM and
KELM) will clearly indicated to adopt the better classifier
performance among them and clearly can see the
efficiency for the new hybrid method (mRMR-FLN) that
which recorded better performance in all feature subsets,
even in elapsed time performance on each disease
(FLN) needs less execution time to accomplished its

diagnosing.

Experiment 1; The performance classification on heart
disease: The best performance of FLN 15 obtained on the
feature subset size 13 with average AUC 0.9597, accuracy
0.9007, sensitivity 0.8599, specificity 0.9310, precision
0.9074, F-measure 0.8819 and G-mean 0.8801 over 10 Runs
of 10-fold CV. The Elapsed time for this model
(MRMR-FLN) in this disease 1s 5.9868 sec.

The best performance of ELM is obtained on the
feature subset size 13 with average AUC 0.9244, accuracy
0.8462, sensitivity 0.8140, specificity 0.8704, precision
0.8276, F-measure 0.8191 and G-mean 0.8175 over 10 Runs
of 10-fold CV. The Elapsed time for this model
(mRMR-ELM) in this disease 1s 8.0602 sec.
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Table 3: Best Parameters for FLN, ELM and KELM on five diseases

FLN ELM KELM
Datasets Activation function No. of hidden neurons Activation function No. of hidden neurons Garrima y C
Heart disease  Sin 4 Hardlim 152 1 1
Breast cancer Tribas 1 Sig 44 1 1
Hepatitis Tribas 11 Hardlim 25 1 1
Diabetes Sig 169 Sig 189 1 1
Parkinson Hardlim 13 Sig 104 1 1
Table 4: Classification performances of FLN, ELM and KELM on heart disease dataset
Classifier Feature subset AUC Accuracy Sensitivity Specificity Precision F-measure G-mean
ELM 1 0.7595 0.6546 0.8166 0.8444 0.8452 0.8246 0.2488
5 0.7968 0.7385 0.6906 0.7735 0.6981 0.6912 0.6881
10 0.9023 0.8325 0.8125 0.8475 0.8029 0.8058 0.8038
13 0.9244 0.8462 0.8140 0.8704 0.8276 0.8191 0.8175
KELM 1 0.6062 0.8504 0.5139 0.8963 0.5595 0.8224 0.2300
5 0.8630 0.7653 0.6548 0.8469 0.7672 0.7047 0.6986
10 0.9197 0.8347 0.8047 0.8571 0.8131 0.8070 0.8051
13 0.9476 0.8626 0.8231 0.8920 0.8554 0.8376 0.8359
FLN 1 0.8990 0.8356 0.8197 0.8477 0.8054 0.8107 0.8088
5 0.9331 0.8630 0.8412 0.8793 0.8427 0.8405 0.8390
10 0.9522 0.8755 0.8605 0.8867 0.8545 0.8559 0.8543
13 0.9597 0.9007 0.8599 0.9310 0.9074 0.8819 0.8801
Table 5: Classification performances of FLN, ELM and KELM on breast cancer dataset
Classifiers Feature subset AUC Accuracy Sensitivity Specificity Precision F-measure G-mean
ELM 1 0.7747 0.7149 0.7459 0.7916 0.6278 0.7029 0.6991
5 0.8014 0.8857 0.7991 0.8193 0.8138 0.8449 0.8434
9 0.8533 0.8019 0.8278 0.8744 0.7724 0.7970 0.8191
10 0.8551 0.5019 0.8131 0.8796 0.7773 0.8132 0.8068
KELM 1 0.7560 0.7130 0.7573 0.8056 0.6352 0.7927 0.8592
5 0.8770 0.8569 0.8111 0.8841 0.8638 0.8079 0.8084
9 0.8720 0.9172 0.8621 0.9499 0.9131 08172 0.8052
10 0.8780 0.9189 0.8678 0.9493 0.9125 0.8471 0.8383
FLN 1 0.7995 0.7665 0.8166 0.8444 0.6852 0.8248 0.8406
5 0.9193 0.8558 0.8993 0.8914 0.8895 0.7963 0.8933
9 0.9175 0.9293 0.8713 0.9564 0.8073 0.8859 0.8151
10 0.9428 0.9301 0.8803 0.8788 0.9431 0.8842 0.8584

Bold values are significant values

The best performance of KELM iz obtained on the
feature subset sizel3 with average AUC 0.9476, accuracy
0.8626, sensitivity 0.8231, specificity 0.8920, precision
0.8554, F-measure 0.8376 and G-mean 0.8359 over 10 runs
of 10-fold CV. The Elapsed time for this model
(mRMR-KELM) i this disease is 9.298585 sec. The
classification performance of FLN, ELM and KELM for
seven evaluation measures on Heart disease will be
shown in Table 4.

Experiment 2; The performance classification on breast
cancer: The best performance of FLN is obtained on the
feature subset size 10 with average AUC 0.9428, accuracy
0.9301, sensitivity 0.8803, specificity 0.8788, precision
0.9431, F-measure 0.8842 and G-mean 0.8584 over 10
muns of 10-fold CV. The Elapsed time for this model
(MRMR-FLN) in this disease is 7.5276 sec.

The best performance of ELM is obtained on the
feature subset size 10 with average AUC 0.8551, accuracy
0.8019, sensitivity 0.8131, apecificity 0.8796, precision
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0.7773, F-measure 0.8152 and G-mean 0.8068 over 10 runs
of 10-fold CV. The Elapsed time for this model
(mRMR-ELM) mn this disease 15 10.255544 sec.

The best performance of KELM is obtained on the
feature subset sizel 0 with average AUC 0.8780, accuracy
0.9189, sensitivity 0.8678, specificity 0.9493, precision
09125, F-measure 0.8471 and G-mean 0.8383 over 10
runs of 10-fold CV. The Elapsed time for this model
(MRMR-KELM) in this disease is 16.0438 sec. The
classification performence of FLN, ELM and KELM for
sevenn evaluation measures on breast cencer will be
shown in Table 5.

Experiment 3; The performance classification on
diabetes: The best performance of FLN 15 obtained on the
feature subset size 8 with average AUC 0.9657, accuracy
0. 9016, sensitivity 0.9775, specificity 0.9299, precision
0. 9052, F-measure 0.8828 and G-mean 0.8813 over 10
runs of 10fold CV. The Elapsed time for thus model
(MRMR-FLN) in this disease is 7.5276 sec.
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Table &: Classification performances of FLN, ELM and KELM on diabetes dataset

Classifiers Feature subset AUC Accuracy Sensitivity Specificity Precision F-measure G-mean
ELM 1 0.8198 0.8259 0.8168 0.8092 0.8057 0.8734 0.8014
5 0.8454 0.8245 0.8788 0.8194 0.8063 0.8776 0.8743
7 0.8086 0.8205 0.8913 0.7805 0.8075 0.8815 0.8780
8 0.8316 0.8322 0.9035 0.7908 0.8063 0.8877 0.8805
KELM 1 0.8736 0.8564 0.8221 0.7913 0.8124 0.8510 0.8498
5 0.8963 0.8444 0.8986 0.8371 0.8062 0.8461 0.8448
7 0.8194 0.8261 0.9322 0.8230 0.8366 0.8388 0.8381
8 0.8762 0.8636 0.9530 0.8204 0.8129 0.8893 0.8816
FLN 1 0.9149 0.8434 0.8472 0.8633 0.8214 0.8171 0.8151
5 0.9128 0.8454 0.9554 0.8725 0.8287 0.8170 0.8152
7 0.9175 0.8398 0.9626 0.8464 0.8073 0.8172 0.8151
8 0.9657 0.9016 0.9775 0.9299 0.9052 0.8828 0.8813

Table 7: Classification performances of FLN, ELM and KELM on hepatitis dataset
Classifiers Feature subset AUC Accuracy Sensitivity Specificity Precision F-measure G-mean
ELM 1 0.7816 0.8179 0.8168 0.7750 0.8721 0.8516 0.8489
5 0.7767 0.8773 0.8112 0.7333 0.7919 0.8792 0.8740
10 0.7311 0.8704 0.8313 0.7167 0.8335 0.8494 0.8470
15 0.8452 0.8050 0.8403 0.7583 0.8747 0.8529 0.8504
19 0.8609 0.8649 0.8548 0.8333 0.8538 0.8778 0.8756
KELM 1 0.8142 0.9050 0.8367 0.8025 0.8388 0.8810 0.8788
5 0.8113 0.8971 0.9771 0.8308 0.8111 0.8838 0.8799
10 0.8125 0.8975 0.8700 0.8125 0.8098 0.8891 0.8848
15 0.8994 0.8483 0.8362 0.8767 0.8039 0.8871 0.8824
19 0.9263 0.9054 0.9062 0.8975 0.8387 0.8858 0.8836
FLN 1 0.9149 0.9389 0.9276 0.8633 0.8214 0.8171 0.8151
5 0.8943 0.9325 0.9642 0.8527 0.8065 0.8072 0.8056
10 0.9175 0.9293 0.9772 0.8404 0.8073 0.8172 0.8151
15 0.9428 0.9300 0.9798 0.8788 0.8431 0.8400 0.8383
19 0.9640 0.9666 0.9375 0.9330 0.9100 0.8803 0.8782

Bold values are significant values

The best performance of ELM is obtained on the
feature subset size 8 with average AUC 0.8316, accuracy
0.8322, sensitivity 0.9035, specificity 0.7903, precision
0.8063, F-measure 0.8877 and G-mnean 0.8805 over 10 runs
of 10-fold CV. The Elapsed tume for this model
(mRMR-ELM) in this disease 18 9.5518 sec.

The best performance of KELM is obtained on the
feature subset size 8 with average AUC 0.8762, accuracy
0.8636, sensitivity 0.9530, specificity 0.8204, precision
0.8129, F-measure 0.8893 and G-mean 0.8816 over 10
muns of 10-fold CV. The Elapsed time for this model
(MRMR-KELM) in this disease is 15406359 sec. The
classification performance of FLN, ELM and KELM for
seven evaluation measures on Heart disease will be
shown in Table 6.

Experiment 4; The performance classification on
hepatitis disease: The best performance of FLN 1s
obtained on the feature subset size 19 with average AUC
0.9640, accuracy 0.9666, sensitivity 0.9375, specificity
0.9330, precision 0.9100, F-measure 0.8803 and G-mean
0.8782 over 10 runs of 10-fold CV. The Elapsed time for
this model (nRMR-FLN) in this disease is 5.7527 sec.
The best performance of ELM is obtained on the
feature subset size 19 with average AUC 0.8609, accuracy

0.8649, sensitivity 0.8548, specificity 0.8333, precision
0.8538, F-measure 0.8778 and G-mean 0.8756 over 10
runs of 10fold CV. The Elapsed time for thus model
(mRMR-ELM) in this disease 1s 8.5109 sec.

The best performance of KELM i1s obtamed on the
feature subset size 19 with average AUC 0.9263, accuracy
0.9054, sensitivity 0.9062, specificity 0.8975, precision
0.8387, F-measure 0.8858 and G-mean 0.8836 over 10
runs of 10fold CV. The Elapsed time for thus model
(mRMR-KELM) in this disease 1s 10.117522 sec. The
classification performance of FLN, ELM and KELM for
seven evaluation measures on Heart disease will be
shown in Table 7.

Experiment 5; The performance classification on
Parkinson (PD): The best performance of FLN 1s
obtammed on the feature subset size 22 with average
AUC 08757, accuracy 09684, sensitivity 0.9667,
specificity 0.6395, precision 0.8953, F-measure 0.9295 and
G-mean 0.9281 over 10 runs of 10-fold CV. The Elapsed
time for this model (MRMR-FLN) mn this disease 1s
5.620333 sec.

The best performance of ELM is obtained on the
feature subset size 22 with average AUC 0.7236, accuracy
0.7807, sensitivity 0.9095, specificity 0.6371, precision
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0.8227, F-measure 0.8639 and G-mean 0.85617 over 10
muns of 10-fold CV. The Elapsed time for this model
(MRMR-ELM) in this disease is 10.5789 sec. The best
performance of KELM 1s obtaned on the feature subset
size 22 with average AUC 0.7787, accuracy 0.8603,
sensitivity 0.9219, specificity 0.6595, precision 0.9004,
F-measure 0.9099 and G-mean 0.9087 over 10 runs
of 10-fold CV. The elapsed time for tluis model
(mMRMR-KELM) m this disease 1s 12435771 sec. The

classification performence of FLN, ELM and KELM for
seven evaluation measures on heart disease will be shown
in Table 8.

As shown in Table 9, the elapsed time for each
classifier 1s recorded to show the duration for each
classifier in diseases diagnostic. Through, the previous
Table 9 and 10 for each disease, the outperforms clearly
shown for the new hybrid model (mRMR-FLN) among

(mRMR-ELM) and (mRMR-KELM), this challenge is

Table 8: Classification performances of FLN, ELM and KELM on Parkinson (PD) Dataset

Classifiers Feature subset AUC Accuracy Sensitivity Specificity Precision F-rneasure G-mean
ELM 1 0.8386 0.8564 0.9412 0.6112 0.6249 0.6489 0.6349
5 0.8309 0.8861 0.9421 0.6721 0.6858 0.7098 0.6958
10 0.8537 0.8975 0.9425 0.7925 0.8062 0.8302 0.8162
15 0.7323 0.7483 0.7673 0.6993 0.7130 0.7370 0.7230
20 0.8038 0.8500 0.8736 0.8085 0.8222 0.8462 0.8322
22 0.8840 0.9018 0.9248 0.8438 0.8575 0.8815 0.8675
KELM 1 0.8453 0.8631 0.9479 0.6779 0.6916 0.7156 0.7016
5 0.8121 0.8673 0.9233 0.5933 0.6070 0.6310 0.6170
10 0.8605 0.9043 0.9493 0.7993 0.8130 0.8370 0.8230
15 0.84606 0.8626 0.8816 0.8136 0.8273 0.8513 0.8373
20 0.8692 0.9155 0.9385 0.8775 0.8912 0.9152 0.9012
22 0.8453 0.8631 0.9479 0.6779 0.6916 0.7156 0.7016
FLN 1 0.8386 0.8749 0.9597 0.6897 0.7034 0.7274 0.7134
5 0.8205 0.8757 0.9267 0.5967 0.6104 0.6344 0.6204
10 0.8901 0.9339 0.9789 0.8289 0.8426 0.8606 0.8526
15 0.9374 0.9534 0.9724 0.9044 0.9181 0.9421 0.9281
20 0.9077 0.9545 0.9775 0.9165 0.9302 0.9542 0.9402
22 0.9278 0.9684 0.9914 0.9104 0.9241 0.9481 0.9341
Bold values are significant values
Table 9: Execution time for each classifier on each disease
Classifiers (sec)
Datasets FLN ELM KELM
Heart disease 5.986800 08.060200 09.298585
Breast cancer 7.527600 10.255544 16.043800
Diabetes 7.727600 09.551800 15.406359
Hepatitis 5.752700 08.510900 10.117522
Parkinson (PD) 5.620333 10.578900 12.435771

Table 10: Classification accuracies obtained our hybrid method with other methods for all 5 diseases

Dataset Studies Methods Accuracy (%0)
Heart disease Chavanpatil and Sonawane (2017) ANN 85.30
Thomas and Princy (2016) KN 80.60
Long et ai. (2015) CFARS-AR 88.30
Long et ai. (2015) BPSORS-AR 87.00
De Lannoy (2012) Weighted Conditional Random Fields (WCRF) 85.00
Foster et ad., 2014) SVM 81.10
This study mRMR-FLN 90.07
Breast cancer Hariraj et af. (2017) KN 92.10
Kharya and Soni (2016) DT 85.71
Kharya and Soni (2016) Weighted Associative Classifier (WAC) 20.41
Tomar and Agarwal (2015) LSTSVM-+under sampling 92.83
Senturk and Kara (2014) Rapid Miner (RM) 87.11
Lin et &f. (2014) SVM 87.69
This study mRMR-FLN 93.02
Diabetes Muthukumar and Krishna (2016) fuzzy soft sets (FSSs) 86.67
Padmanaban and Parthiban (2016) NB 86.00
Choubey and Sanchita (2016) GA-MLPNN 81.20
Kang et ad. (2015) SVM 80.00
Ananthapadmanabhan and
Parthiban NB 83.00
Temurtas et af. (2009) MILNN with LM 82.37
This study mRMR-FLN 90.16
Hepatitis Husain et af. (2017) LSSVM 93.70
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Table 10: Continue

Dataset Studies Methods Accuracy (%9)
Almouti and Bayat (2016) NB 87.0000
Muthukumar and Krishna (2016) Fuzzy Soft Sets (FSSs) 80.0000
Almouti and Bayat (2016) Rough set 89.0000
Vijayaranil (2015) SVM 80.0000
Tomar and Agarwal (2015) HFS+WLSTS VM 87.5000
This study mRMR-FLN 96.6600
Parkinson (PD) Rao and Kaladhar (2016) NB 83.0000
Suganya and Surnathi (2015) PSO 87.0213
Luukka (2011) Fuzzy entropy measures+similarity 85.0300
Shahbaba and Neal (2009) Dirichlet process mixtures 87.7000
Ozcift and Gulten (2011) CFS8-RF 87.1000
Chen et al. (2016) (mRMR-KELM) 95.9700
This study mRMR-FLN 96.8400
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Fig. 6: Results for last feature subset on hepatitis

Fig. 4: Results for last feature subset on B.C

evident m the last feature subset to each classifier for
each disease, it recorded highest average in the seven
evaluation measures. Therefore, this study focused on the
last feature subset for each disease when the evaluation
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measures to each classifier for each disease which will be
presented as shown in Fig. 3-6. Finally, from the above,
these Fig. 7 shows that FLN outperforms KELM and
ELM 1in most of cases. Also, FLN achieves the best
results i the last feature subset for these five
diseases.
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Fig. 7: Results for last feature subset on Parkinson (PD)
CONCLUSION

In this study, effective hybrid method (mRMR-FLN)
has been created to support methods m diagnosing
diseases. The proposed hybrid method contamns with FLN
classifier, whose parameters are explored m detail. With
the aid of the feature selection techmques, especially the
mRMR filter, the performance of FLN classifier was
recorded when comparing it with the other classifiers. The
promising performance obtammed on five different diseases
dataset has proven that the proposed hybrd methed
(mRMR-FLN) can distinguish well enough between
mfected patients and healthy patients. It 1s observed that
(MRMR-FLN) achieves the better classification accuracy
in heart disease 90.07%, breast cancer 93.02%, diabetes
90.16%, hepatitis disease 996.66% and Parkinson’s (PD)
96.84% via 10-fold CV analysis. The future study takes a
strong focus on investigation the developed hybrid
method with other powerful feature selection algorithm,
trying to achieve better performance in the diagnostic
problem.
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