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Abstract: Clustering is one of the effective techniques that separate the data into meaningful groups. Feature
selection 1s an important concept to enhance efficiency in clustering process. Existing work presented a method
called hybridization of K-means algorithm and Harmony Search Method (HSM) for clustering the documents.
In this method, concept factorization 1s used to extract the meamngs to cluster the documents. But it needs to
improve clustering accuracy in the document clustering process. In this manuscript, Kernel and Weighted
feature based Clustering (KWC) method is presented to cluster the documents. Spherical kernel is utilized as
the lugher order kemel that 1s higher rate of computation. Furthermore, the weight of each concept is calculated
and select as the weighted features. The problem 1in this method is poor generalization performance so it needs
to select optimal kernel matrix. So, Particle Swarm Optimization (PSQ) based Optimal Kernel Matrix Selection
(PSO-OKMS) is presented to select the optimal value of kernel matrix. In this method, kernel set is to chosen
accurately to improve clustering performance but the accuracy 1s less. Furthermore Unsupervised Constrained
based Hybrid Clustering (UC-HC) to improve the clustering performance. In this method, data are extracted by
identifying an assignment that rises similarity score between strings and informs to the constraints.
Experimental result compares methods such as KWC, PSO-OKMS and UC-HC to measure the clustering
accuracy. The proposed UC-HC method shows high accuracy when compared to KWC and PSO-OKMS
methods.

Key words:Document clustering, K-means algorithm, harmony search, kemel function, particle swarm
optimization

INTRODUCTION

Due to the enormous growth in the world wide web,
many of the research areas are focused on how the
information 1s organmzed m a way that will make 1t easier to
the users to identify the information accurately in the web
(Hammouda and Kamel, 2004). Tn the web, the information
1s presented as the text documents and some of the web
document processing systems depends on the text data
mining methods. In the text mining, clustering methods are
used to find the similar text documents inte groups so that
achieve high mntra-cluster similanty and low inter-cluster
similarity. The text document clustering aims to separate
the documents into clusters in  which every
cluster denotes some topic that is disparate from other
clusters. If the text mining 1s applied to the web domain it
1s called as web mining. Generally, there are three types of
web mining web structure mining, web usage mining and

web content mining. The applications of document
clustering are: Retrieval of clustered documents is
comprehensible to the users and effectual retrieval of
information by considering the relevant subsets rather
than the whole documents.
Document clustering has
automatically malke hierarchical clusters of documents.
The best known method in partitioning clustering 1s
K-means algorithm. Although K-means algornthm i1s
straightforward, uncomplicated and easy to develop it
suffers from some major disadvantages that make it
unsuitable for many applications. K-means algorithm 1s
simple, easy to develop and successfully used m different
applications. Tn the K-means method, the number of
clusters should be denoted at the first step. But the
problem m the K-means method 1s there 1s restriction in
producing local optimal solution. Harmony Search
Method (HSM) is a new optimization method that imitates

also been used to
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the music invention process. This method is utilized in
different applications for an optimization problem. The
mtegration of K-means and HSM provides better results.
Generally, in the clustering methods term frequency and
inverse document frequency for a feature is computed and
based on this clustering is performed. But, the drawback
i this method 1s only terms are considered. So, the
concept factorization method is used to cluster the
documents so that the optimal clusters are identified in
possible amount of time. But it needs to improve the
clustering accuracy.

In this study, Kemel and Weighted feature based
Clustering (KWC) method is presented for clustering the
documents. Spherical Kernel is used as the higher order
kernel that has high computation rate. The spherical
kemmnels are similar to the circular kernel. Both kernels have
a linear behavior at the origin which is also true for the
exponential kernel. Tn addition to that weighted features
are taken based on the weight of the concept and selected
the features. The concept 1s extracted by using the word
Net-based clustering method where first the concepts are
identified as a set of terms and relationship between the
synonyms. But the disadvantage m tlus method 1s poor
generalization performance so it requires selecting the
optimal kernel matrix. So, Particle Swarm Optimization
(PSO) based Optimal Kernel Matrix Selection (PSO
OKMS) 1s introduced to select the optimal value of kernel
matrix. The kemel set 1s selected effectively to enhance
the clustering performance. In the PSO algorithm, the set
of particles are considered as the kernel matrix and
compute the fitness value. The fitness value 1s computed
by the objective function. The objective function 1s to
minimize the function of Kernel matrix.

Literature review: Guan et ol (2012) suggested
Nonnegative Matrix Factorization (NMF) that 15 a
powerful matrix  decomposition method which
approximates a nonnegative matrix by computing the
product of two low-rank nonnegative matrix factors. But
the problem in this method 1s slow convergence rate and
less stability. So, a novel effective NeNMF method is
suggested to concurrently solve the main problems. This
method uses the Nesterov’s optimal gradient method in
which it alternatively optimizes one factor whereas other
factor is permanent.

Lian et al. (2004) suggested a hierarchical algorithm
(S-GRACE) to group the documents according to the
structural information m the data. This structure graph 1s
used that is a computationally effectual distance metric
defined between the documents and the group of
documents. This metric 1s used for the clustering method
that 1s lugh efficient when compared to the other methods.

Hammouda and Kamel (2009) presented a hierarchically
distributed Peer-to-Peer (HP2PC) architecture and
clustering method. This method 1s based on the multilayer
overlay network of peer neighborhoods. The super
nodes are act like neighborhoods that can be grouped to
make the higher level neighborhoods. Skabar and
Abdalgader (2013) presented the novel fuzzy clustering
algorithm which utilizes the graph representation of the
data and operates on the expectation-maximization
framework.

Shehata et al. (2010) proposed concept-based mining
model for finding the sigmficant matching concepts
between documents based on the semantics of their
sentences. The similarity between the documents is also
calculated based on the concept-based similarity measure.
(Gu presented the new semisupervised spectral clustering
method for clustering over the T.C similarities including
with must-link and cannot-link constraints. Trappey et al.
(2009) proposed the fuzzy ontological lnowledge
document clustering for matching the suitable document
clusters for the given patents based on their derived
ontological semantic webs. Cruz and Hruschka (2013)
presented an approach based on document clustering
algorithms to foremsic analysis of computer seized in
police investigations. In addition, two relative validity
indexes are utilized for automatically estimating the
number of clusters.

MATERIALS AND METHODS

Hybridization of K-means and harmony search based on
concept based, kernel and weighted feature based
clustering

Concept based weight feature selection: A document 1s
denoted as a feature vector d = (tfy,...tf;) in which tf,
represents the accurate frequency of the term t in the
document teD where D represents the set of documents.
The word net based clustering method 15 presented in
which the concepts are identified m the documents that
have identity or synonym association. Then, the concept
frequencies are computed as follows:

Cf, = Y, (2)
t, erc) (3)

In this equation, 1(C) denotes the set of different
terms for the document that belongs to the concept C. If
the three terms t;, t,, t; have the term frequencies tf;,, tf,,
tft; cormrespondingly and the terms have similar meaning
and corresponds to the concept then, Cf, = tf,+tfi,+tf,.
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The word net provides the list of synonyms
according to a term. The ordering is based on the most
frequently used terms and it has shown that using the
first synset as recognized concept for a term so that the
clustering performance. The weight of each concept C in
document d is computed as:

W_=Cf, xidf, (3)

In this
document frequency of concept C by computing the how
many documents in which the concept emerges. Finally,
a document d is denoted as a vector of weights:

equation, 1df, represents the inverted

d= (Wcl,...,Wci) (4)

Most of the document clustering methods uses the
similarity measure between the documents to group the
similar documents. The cosine similarity measure 1s most
frequently used similarity measure for the clustering
process:

(di.d; )

Similarity(d,.d, ) = Cosine (d,.d, ) :W
| |

)

In this equation, denotes the vector dot product and
|| denotes the length of a vector.

Spherical Kernel based clustering: Let X = {x, x,, ..x}
is the input dataset that includes n data points in which
%R, C denotes the number of clusters and KeS™®
represents the kernel matrix with K = k(x.x,):

3

o x|
Kx,x)=1-——

. ©)
O

1/20x, -x;| |[/a)

In this equation, ki(.) represents the spherical kemnel
function. denotes the constant scalar. Let H, denctes the
Reproducing Kernel Hilbert Space (RKBS) endowed by
the kernel function k() and#,, denotes the functional
nerm for ‘H,. The intent of kemel k-means 1s to reduce the
clustering error. The clustering error is defined as the sum
of squared distances between the data points and the
center of the cluster to which the pomt 1s allocated. The
kernel k-means problem can be represented as the
following optimization problem:

. c n
TITL e, Ty (0 3 Com D i VK, | (7)
Ck(.) —k(x,) H;

In this equation, U = (u,,.u.)" denotes the cluster
membership matrix, C,(.)eH,, ke[C], represents the cluster
centers and domain P = {Uc {0, 1} in which 1 denotes a
vector of all. The two normalized versions of U 15 to
introduced. Let n, = u',] denotes the number of data
points allocated to the kth cluster. The cluster
membership matrix is verified as follows:

C.0=3" UK ke [C] (8)

Based on the concept based weighted features and
kernel matrix the clustering is performed. The clustering is
accomplished by the Hybridization of K-means and
Harmony Search method.

Hybridization of k-Means and Harmony search
clustering method: In this study the hybridization
clustering algorithm is presented. In the hybridization
clustering process, the K-means algorithm and Harmony
Search (HS) approach is used. The HS algorithm has high
power and K-means algorithm has high speed. In this
hybrid algorithm there are two modules: HS module and
K-means module. The HS module identifies the region of
the optimum and K-means take responsible to identify the
optimum centroids.

Algorithm 1:
Hybridization of K-Means and Harmoity Search based on Concept based,
Kernel and weighted feature based Clustering algorithm
Tnput: Set of Documents
Output: Clustering Process
Given a set of Documents D and document D is denoted as a feature

vector d = (tfy,...tf)// tfi=frequency of the term t in the document

Concept for a term is identified by using the word net tool

The concept frequencies are computed as follows:

Cf = thm; t, e1(c)

ffr(c) denotes the set of different terms for the documnent that belongs to the
concept C.
Weight of each concept C in document d is computed as:

W_ = Cf_xidf

where, idf, represents the inverted document frequency of concept C.
Document d is denoted as a vector of weights:

d=(Wc,..Wc,)

Rimilarity is identified as:

(d1.dz2)

Similarity = (d1,d2) = Cosine(dl,d2) = BN
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where represents the vector dot product and || denotes the length of a vector.
// 8pherical Kernel matrix
The kernel matrix is represented as:

3

—x]‘

Xl

2
K(x,x)=1- +1/2(x, - x;| |/ o)

where, k(.) represents the spherical kernel function. ¢ denotes the constant
scalar:
Clustering process by hybridization of K-means and HS
Produce initial clusters
Run the HS process
Select the best vector
Calculate cluster centroids to set as the initial centroid:

Zin:l (qu ) dij
2:]:1 Oy

Cy =

Select Vectors of K-means
refine the cluster®/

Run K-means process

Set A[1][1] to d; of cluster j

Retum A

Optimization of Kernel matrix using PSO: In this study,
the kemel matrix 13 optimized by using the particle swarm
optimization algonthm. Let K be the convex set of positive
semi definite kernel functions. A standard example 1s the
group of all affine combinations of given positive semi
definite kernel functions. K, K, .. K:

K-{Kixxx>RE-3' 0K.I0-1820 ©)

where, 1 denotes the vector of all ones and 6=0 means
0.>0,1=1, ...p. Often the kernels K, are selected to satisfy
the normalization constraint. In this method, PSO 1s used
for finding the optimized kernel matrix. In the optimization
algorithm, each particle has set of kemel matrices which
begin with random mitialization of particle’s position and
velocity. In the every particle has two
specifications: a position that represents the suggested
location and a velocity represents the speed of moving.
The particle in the swarm negotiates over the complete

SWartm,

search space and memorizes the finest position found.
takes place
particles so that they regulate their locations and

The communication 1s between the

velocities based on solutions discovered by
others. The position of the particle 15 scored by the
fitness. The fitness 13 computed by the objective
functions. The objective function 1s to reduce the

Clustering Error (CE):

Fitness=Min (CE) (10)

The clustering error is computed as:

L{U.g) = (k) + X, L, (U.8) an

In this equation, £ = 1 in which 1 is a vector of all
ones, implies that the entire data points are selected for
constructing the subspace H, that is equivalent to the
kernel based clustering by using the full kemnel matrix.
Based on the fitness value, the particle is quantified as a
good solution. During the execution of the PSO algorithm,
the best fitness value is considered as the individual best
fitness value. Comparing the entire particles in the swarm,
the best fitness value is called global fitness value.

Algorithm 2: PSO algorithm for optimization of Kernel

matrix:

Initialize N number of particles with set of tasks and allocate the resources
randomty, a position of particle is denoted by X; and velocity is denoted as
Vi

P best represents the best well-known position best signifies the best
position of the entire swarm
Particle position is initialized as X;
For every particle i=1, 2... N
Cormpute the fitness value for each particle
{f Fitness computation
Fitness = Min (CE)
Clustering error is computed as:

C

L{Ug)=tr(K)+ ), L, (U.g)

Tt the fitness vahie is higher than the
Set the present value as the new pBest
Until a termination criterion is met
Select the particle with best fitness value of all particles as the gbest
A Calculation of particle velocity
Update particle position and velocity
(1) =x(t)+Hw(tr1)
Until some stopping condition is met

Unsupervised constrained based hybridization of K means
and harmony search: In this study, additional semantic
constraints are considered for document clustering.
Generally the word constraints are considered.

Document constraint: The document constraints are
constructed according to the human amotations that are
highly complicated to acquire. In this research, new
methods are used to derive “good but imperfect”
constraints using nformation routinely mined from either
the content of a document.

Word constraints: In this section, the information in word
net is leveraged to create the word constraints.
Particularly, the semantic distance between the two words
is computed according to the association in word net.
While, the word must-links are constructed according to

4515



Asian J. Inform. Technol., 15 (22): 4512-4521, 2016

the semantic distances. If the distance between two words
1s less than a threshold, the word must-hnk 1s added.
Additional lexical mformation 1s used to achieve high
clustering efficiency 1n the clustering algorithm.
Furthermore while word knowledge can be relocated to
the document side during co-clustering with extra word
constramts it 1s probable to enhance the document
clustering as well.

Algorithm 3: Unsupervised constrained based
hybridization of K-means and harmony search

Tnput: Romanization Table T: C,~C, constraints C, source words V, and
target words V:

1. Initialize model

Let W:C.xC-R be a weight vector

Tnitialize W using T by using the process:

v(C..C.).(C..C,).e T= W((C,,C,)=0
¥(C,.C,).(C,.C,)e T= W((C,,C,)=-1
V(C,).WI(C,)=-LV(C)W(C)=-1

Constraints for unsupervised learning
while not converged
Yo Ve, i€V, use C and W to generate a representation F(v,, v;)
W=V, find the top ranking transliteration pair by solving v,* = argmeoooy,
score (F(vs, v*))
D= {(+, F{v, v/ )vvscV,}
Clustering process by hybridization of K-means and HS
Produce initial clusters
Run the HS
Select the best vector
Calculate cluster centroids using and set as the initial centroid:

_ 2?:1(0('1& )le
15 n
’ Zizlaki

cC

Vectors of K-means
Run K-means process

Set A[i][1] d; is assigned to cluster j
Return A

RESULTS AND DISCUSSION

Experiments were performed on 20 newsgroups (or
NG20) and Reuter’s data sets. The proposed algorithm is
compared with the other challenging algorithms under
similar experimental setting. The experimental results of
KWC, PSO-OKMS and UC-HCon NG20 data set are
obtained when the number of nearest neighbors is set to
seven or eight. For Reuter’s data set, the number of
nearest neighbors used for KWC, PSO-OKMS and
UC-HC varies from 3-24. Tn all experiments, the proposed
algorithm performs better than or competitively with other
algorithms. The details of experiments can be described as
follows.

Reuters: The numerical results are evaluated for the
existing and the proposed method. In the existing method,

1.2

——KWC
1
—8—PS0-OKMS
= .
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@
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-
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Number of Documents
Fig. 1: Precision

Kemel and Weighted feature based Clustering (KWC)
method 18 presented to cluster the documents. In the
proposed system, Particle Swarm Optimization (PSO)
based Optimal Kernel Matrix Selection (PSO-OKMS) is
presented to select the optimal value of kernel matrix. In
addition to that, Unsupervised Constrained based Hybrid
Clustering (UC-HC) is presented to improve the clustering
performance. The performance is evaluated in terms of
precision, Recall, F-Measure and retrieval accuracy.

Precision: Precision value 1s evaluated according to the
retrieval of documents at true positive prediction, false
positive:

Number of relevent

documents retrieved

Total number of

retrieved documents

Precision =

Figure 1 shows the precision rate for the existing and
proposed system. In the X-axis subset size 1s taken. In the
Y-axis precision 1s taken. In the existing method, Kernel
and Weighted feature based Clustering (KWC) method is
presented to cluster the documents. Tn the proposed
system, Particle Swarm Optinization (PSO) based Optimal
Kemel Matrix Selection (PSO-OKMS) and Unsupervised
Congtrained based Hybrid Clustering (UC-HC) is
presented to mnprove the clustering performance. When
compared to the existing system there 1s high precision
rate in the proposed UC-HC system.

Table 1 shows the precision rate comparison for the
existing and proposed system. If the number of
document 1s 60 the precision rate in the existing KWC
method is 0.88 for PSO-OKMS method is 0.93 and for
UC-HC method is 0.99.
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Table 1: Precision Table 2: Recall
No. of documents KWC PSO-OKMS UCc-HC No. of documents KWC PSO-OKMS UC-HC
10 0.10 019 0.20 10 0.15 0.21 0.26
20 0.25 0.32 0.45 20 0.25 0.36 0.42
30 0.36 042 0.49 30 0.49 0.56 0.63
30 0.7 0.8 0.89 50 0.79 0.81 0.89
60 0.88 0.93 0.99 50 0.82 0.86 0.91
1
Table 3: F-measure
0.9 ——KWC
No. of documents KWC PSO-OKMS UC-HC
R 10 0.10 0.15 0.23
0.7 UCHC 20 0.21 0.35 0.39
0.6 30 0.42 0.46 0.57
= 40 0.52 0.59 0.62
E 05 50 0.68 0.74 0.79
0.4 60 0.87 0.92 0.99
0.3
0.2 1.2
= K WC
0.1
0 1 4= <m=ps.0kms

10 20 30 40 50 60

Number of Documents

Fig. 2: Recall

Recall: Recall value is evaluated according to the retrieval
of documents at true positive prediction, false negative:

Number of relevent documents retrieved
Recall =

Total number of retrieved documents

Figure 2 shows the recall rate for the existing and
proposed system. In the X-axis subset size 15 taken. In the
Y-axis recall is taken. In the existing method, Kernel and
Weighted feature based Clustering (KWC) method 1s
presented to cluster the documents. In the proposed
system, Particle Swarm Optimization (PSO) based
Optimal Kemel Matrix Selection (PSO-OKMS) and
Unsupervised Constrained based Hybrid Clustering (UJC-
HC) is presented to improve the clustering performance.
When compared to the existing system there 1s high recall
rate m the proposed UC-HC system.

Table 2 shows the recall rate comparison for the
existing and proposed system. Tf the number of document
1s 60, the recall rate in the existing KWC method 15 0.82,
for PSO-OKMS 1s 0.86 and for UC-HC method 15 0.91.

F-measure: F-measure is a measure of a test’s accuracy.
It considers both the precision p and the recall r of the
test to compute the score: p 18 the number of correct
results divided by the number of all returned results and
1 is the number of correct results divided by the number of
results that should have been returned. The F-measure

UC-HC

08

0.6

F-Measure

0.4

0.2

10 20 30 40 50 60

Number of Documents

Fig. 3: F-measure

score can be imterpreted as a weighted average of the
precision and recall where an F,| score reaches its best
value at | and worst score at O:

F-measure = 2. Precision.recall /(precision + recall)

Figure 3 shows the F-measure for the existing and
proposed system. In the X-axis subset size 1s taken. In the
Y-axis F-Measure 1s taken. In the existing method, Kernel
and Weighted feature based Clustering (KWC) method 1s
presented to cluster the documents. Tn the proposed
system, Particle Swarm Optimization (PSO) based Optimal
Kernel Matrix Selection (PSO-OKMS) and Unsupervised
Constrammed based Hybrid Clustering (UC-HC) 1s
presented to mnprove the clustering performance. When
compared to the existing system there i1s high F-measure
rate in the proposed UC-HC system.

Table 3 shows the F-Measure comparison for the
existing and proposed system. If the number of document
1s 60, the F-Measure m the existing KWC method 1s 0.87,
for PSO-OKMS method 15 0.92 and for UC-HC method 1s
0.99.
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Table 4: Retrieval accuracy Table 5: ADDC
No. of documents KWC PSO-OKMS UC-HC No. of documents KWC PS0O-0OKMS UC-HC
10 0.13 0.19 0.25 10 0.09 0.12 0.19
20 0.21 0.29 0.32 20 0.21 0.35 0.39
‘S‘g g.;u g-;‘i 8-;2 40 0.65 0.72 0.8
60 0'79 0.88 0'91 50 0.77 0.85 0.89
* * * 60 0.87 0.92 0.98
Retrieval accuracy: Retrieval accuracy is defined as the y
accurate retrieval of documents. Retrieval accuracy is 21: {ZJ:l Die,.dy)
evaluated as: Fo = ni
A (Truepositivie + Truenegative) K
ceuracy =
Y Where:

(Truepositivie + Truenegative +

Falsepositive + Falsenegative)

Figure 4 shows the retrieval accuracy for the existing
and proposed system. In the X-axis subset size is taken.
In the Y-axis retrieval accuracy is taken. In the existing
method, Kernel and Weighted feature based Clustering
(KWC) method is presented to cluster the documents. Tn
the proposed system, Particle Swarm Optimization (PSO)
based Optimal Kernel Matrix Selection (PSO-OKMS) and
Unsupervised Constrained based Hybrid Clustering
(UC-HChs presented to iwmprove the clustering
performance. When compared to the existing system
there is high retrieval accuracy in the proposed UC-HC
systerm.

Table 4 shows the retrieval accuracy for the existing
and proposed system. If the number of document is
60, the retrieval accuracy mn the existing KWC method 1s
0.87, for PSO-OKMS method 18 0.92 and for UC-HC
method is 0.99.

ADDC: ADDC is defined as the average distance of
documents to the cluster centroid. The equation used for
ADDC 1s as follows:

K = The number of clusters
n; = The number of documents in cluster T
D

Distance function
di = The jth document of cluster it

Figure 5 shows the ADDC for the existing and
proposed system. In the X-axis subset size is taken. In the
Y-axis ADDC 1s taken. In the existing method, Kernel and
Weighted feature based Clustering (KWC) method is
presented to cluster the documents.

In the proposed system, Particle Swarm
Optimization (PSO) based Optimal Kernel Matnix Selection
(PSO-OKMS) and Unsupervised Constrained based
Hybrid Clustering (UC-HC) is presented to improve the
clustering performance. When compared to the existing
system, there 1s ligh ADDC n the proposed UC-HC
systermn.

Table 5 shows the ADDC for the existing and
proposed system. If the number of document is €0,
the ADDC in the exising KWC method 15 0.87, for
PSO-OKMS method 15 0.92 and for UC-HC method 1s
0.98.
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Fig. 6: Entropy

Entropy: The entropy of a cluster can be defined as the
degree to which each cluster consists of objects of a
single class. The entropy of a cluster j 1s calculated using
the standard equation:

L
& = _2i=1pij logpu

Where:

I. = The number of classes

p; = The probability that a member of cluster j belengs
to class 1

The total entropy of the overall clustering result is
defined to be the weighted sum of the individual entropy
value of each cluster. The total entropy e 15 defined as
equation:

_\k BJ
e721:1?61

Where:
k = The number of clusters
n = The total mumber of documents in the corpus

In general, the better clustering result is given by the
smaller entropy value. Fig. 6 shows the Entropy for the
existing and proposed system. In the X-axis subset size is
taken. In the Y-axis Entropy is taken. In the existing
method, Kernel and Weighted feature based Clustering
(KWC) method 1s presented to cluster the documents. In
the proposed system, Particle Swarm Optimization (PSO)
based Optimal Kernel Matrix Selection (PSO-OKMS)
and Unsupervised Constramned based Hybrid Clustering
(UC-HC) 1s presented to unprove the clustering
performance. When compared to the existing system there
is less entropy in the proposed UC-HC system.

Table 6 shows the Entropy for the existing and
proposed system. If the number of document is 60, the

1.2
= KWC
. —B-PS0-OKMS
UC-HC
0.8
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=
2 06
E
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-
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0

10 20 30 40 50 60

Number of Documents
Fig. 7: Overall similarity

Table 6: Entropy

No. of documents KWC PSO-OKMS UC-HC
10 0.19 0.11 0.05
20 0.34 0.29 0.21
30 0.58 0.42 0.32
40 0.74 0.68 0.62
50 0.89 0.85 0.79
60 0.95 0.89 0.82
Table 7: Overall similarity

No. of documents KWC PSO-OKMS UC-HC
10 0.1 0.19 0.24
20 0.23 0.35 0.42
30 0.45 0.52 0.63
40 0.58 0.62 0.69
50 0.62 0.68 0.75
60 0.87 0.92 0.97

retrieval accuracy in the existing KWC method 15 0.95,
for PSO-OKMS method 1s 0.89 and for UC-HC method
is 0.82.

Overall similarity: The overall similarity between and is
determined by taking average over all the viewpoints not
belonging to cluster. Fig. 7 shows the overall similarity for
the existing and proposed system. In the X-axis subset
size is taken. In the Y-axis overall similarity is taken. Tn the
existing method, Kemel and Weighted feature based
Clustering (KWC) method 1s presented to cluster the
documents. In the proposed system, Particle Swarm
Optimization (PSO) based Optimal Kernel Matnx Selection
(PSO-OKMS) and Unsupervised Constrained based
Hybrid Clustening (UC-HC) 18 hugh Overall Similarity mn the
proposed UC-HC system.

Table 7 shows the Overall Similarity for the existing
and proposed system. If the number of document is
60, the Overall Similarity in the existing KWC method is
0.87, for PSO-OKMS method 18 0.92 and for UC-HC
method is 0.97.
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Table 8: Purity
No. of documents KWC PRO-OKMS UC-HC
10 0.02 0.1 0.15
20 0.21 0.29 0.35
30 0.39 0.45 0.52
40 0.58 0.62 0.69
50 0.62 0.74 0.8
60 0.81 0.87 0.92

Cluster purity: Purity 1s a one of very primary validation
measure to determine the cluster quality. The concept of
purity of the clusters is very important. The purity
evaluates the quality of the clusters according to the
labeled samples available. A cluster is considered pure if
it contains labeled objects from one and only one class.
Inversely, a cluster is considered as impure if it contains
labeled objects from many different classes. Then, the
purity can be defined as equation:

1 K
I_mele (C,W) = EZOLIgmaX(nlj)

This evaluation of the purity consists in estimating
the percentage of labeled objects of the majority class n
each cluster for all the clustering. Tt takes its value in [0
1], 1 indicating that all clusters are pure, i.e., they contain
only labeled objects of one class. Fig. 8 shows the purity
for the existing and proposed system. In the X-axis subset
size is taken. Tn the Y-axis purity is taken. In the existing
method, Kernel and Weighted feature based Clustering
(KWC) method 1s presented to cluster the documents. In
the proposed system, Particle Swarm Optimization (PSO)
based Optimal Kernel Matrix Selection (PSO-OKMS) and
Unsupervised Constrained based Hybrid Clustering
(UC-HC) 13 high purityin the proposed UC-HC system.
Table 8 shows the Entropy for the existing and

proposed system. If the mumber of document is 60, the
entropy n the existing KWC method 15 081, for
PSO-OKMS method 15 0.87 and for UC-HC method 1s
0.92.

CONCLUSION

In the presented research, Kernel and Weighted
feature based Clustering (KWC) method 1s presented 1s
used to cluster the documents. The disadvantage mn this
method is poor generalization performance so it needs to
select the optimal kernel matrix. So it is necessary to select
the optimal kemel matrix. So, the Particle Swarm
Optimization (PSO) based Optimal Kemnel Matnix Selection
(PSO-OKMR) is introduced to choose the best kernel
matrix. In addition to that Unsupervised Constrained
based Hybnd Clustering (UC-HC) to improve the
clustering performance. In this method, features are
extracted by recognizing an assignment that increases
the similarity score between the two strings and conforms
to the constraints. The show that the
proposed UC-HC method shows high clustering
accuracy when compared to the KWC and PSO-OKMS
methods.

results

RECOMMENDATIONS

enhance the
accuracy  Multi-view with multi-level clustering multi

For future work to clustering
viewpoint is used which is based similarity measure and

two related clustering methods.
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