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Abstract: Recent developments in database technology have seen variety of data beimng stored m huge
collections which are being referred to as generic database. The wide variety of data makes the analysis tasks
of a generic database a strenuous task in Knowledge Discovery (KD). One approach to simplify the Strenuous
Task of D 1s to summarize large data sets in such a waythat the resulting summary dataset 1s of manageable
size and yet retains as much of the knowledge in the original dataset as possible. This process is termed as
Symbolic Data Analysis (SDA). In SDA, Histogram has received sigmficant attention as summarization object.
This study demonstrates the approach of Symbolic Data Analysis (SDA) in very large database . This
methodology analyzes large, very large datasets and extract glean useful information from within their massive
confines. In this study, SDA uses histogram to summarize the data and linear regression to approximate the
histogram. The application of SDA is illustrated in education environment using LMS Quiz data obtained from
Ekluv-Ya . Tt discovers knowledge pattern in the dataset along with the help of data mining technique
clustering. The application of this framework can serve as an assistance tool for managers of higher education
mstitutions in improving the educational quality level
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INTRODUCTION

Today we live in the digital world. With mcreased
digitization the amount of structured and unstructured
data being created and stored is exploding. The data is
being generated from various sources such as
transactions, social media, sensors, digital images, videos,
audios and clickstreams for domains including healthcare,
retail, energy and utilities. In addition to business and
organizations, mdividuals contribute to the data volume.
For instance 3 billion content are being shared on
Facebook every month; the photos viewed every 16
seconds in Picasa could cover a football field. The term
“Big Data” was coined to address this massive volume of
data storage and processing.

For most organizations, big data analysis is a
challenge. Big data analytics refers to the process of
collecting, orgamzing and analyzing large sets of data to
discover patterns and other useful information. Not only
will big data analytics help to understand the information
contained within the data, but it will also help to identify
the data that 1s most important to the business and future
business decisions. Big data analysts basically want the
knowledge that comes from analyzing the data. However

Standard statistical methods don’t have the power or
flexibility to analyze these efficiently and extract the
required knowledge. An alternative approach 1s to
summarize a large dataset in such a way that the resulting
summary dataset is of a manageable size and yet retains
as much of the knowledge in the original dataset as
possible. One consequence of this 1s that the data may no
longer be formatted as smgle values, but be represented
by lists, mtervals, distributions and the like. These
summarized data are examples of symbolic data (Billard
and Diday, 2006). Hence, symbolic data arises through a
process of aggregating a truly huge data set, perhaps one
that is too large to conveniently store and analyze

The usual data mining model 1s based on two parts:
the first concerns the observations, the second, contains
their description by several standard variables including
numerical or categorical. The Symbolic Data Analysis
(SDA) model (Billard and Diday, 2006, Diday and Fraiture,
2008) needs two more parts: the first concerns units called
concepts and the second concerns their description by
symbolic data. The concepts are characterized by a set of
properties called intent and by an extent defined by the
set of observations which satisfy these properties. In
order to take care of the variation of their extent, these
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concepts are described by symbolic data which are
standard categorical or numerical data but moreover
mtervals, histograms, sequences of weighted values and
the like. These new kinds of data are called symbolic as
they cannot be manipulated as numbers. Then, based on
this model, new knowledge can be extracted by new tools
of data mimng extended to concepts considered as new
kinds of observations.

Big data is a new phenomenon. Also a characteristic
of modern large-scale data sets is that they often have a
nontraditional form. New statistical methodologies with
radically new ways of thinking about data are required. In
that very important sense, Symbolic data analysis can be
considered a method for Big Data (Lazar, 2013 ).

MATERIALS AND METHODS

Symbolic histogram data and linear regression: In
symbolic data analysis, histograms have been projected
as a featwre type, possessing the generality to
characterize all other feature types like single valued,
multi-valued, interval valued, etc. Tt is noted that only
histogram has the generic ability to effectively
characterize most of the data types and the mternal
pattern of distribution of elements within the clusters can
be easily depicted by lustograms (Billard and Diday,
2006). Hence we use histograms as symbolic data to
represent the concept descriptions.

Tt is observed that algorithms for producing
histograms have parameters such as number of bins and
bin width. It 15 required to have same number of bins and
same bm width for all datasets or all clusters within a
dataset for the effective characterization of data into
histograms. Hence the data has to be normalized to
maintain the histogram spread between 0 and 1 and the
number of bins could be fixed as 10 or 20 depending upon
the required precision. Spread of the histogram is divided
by the number of bins to get the bin width. It 1s noted that
storage of histograms requires memory for number of
bing, bin width and memory for the details of each bin
(Kumar and Nagabhushan, 2006, 2007). Tt is further shown
that histograms can be easily converted to regression
lines. Hence the concept of transforming a histogram into
a regression line and distance calculation between
regression line was introduced.

Regression line is a powerful knowledge
representative which holds more details about the data in
a compressed form which requires only two parameters
slope and intercept. Also regression line instead of a
histogram reduces the memory requirement. Ultimately
because of linear regression, the parameters for
histograms such as bin width, number of bins etc will not
be of concern. The computational complexities can be
considerably reduced by adopting the regression based
approach (Nagabhushan and Pradeep, 2007). So once the

data is transformed into a symbolic description, most
symbolic data analysis and mining tasks become
easier.

Fitting linear regression to symbolic histogram: We
recommend the following procedure for transforming
histogram to linear regression.

Step 1: Generate frequency Histogram H:
H = {b1b2b3b4b5b6.. bn} (1)

Where bl,..., bn are the individual elements of a
histogram denoted as H(j) where j is the location or index
H(1)=bl, H(2)b=b2, H(3) = b3, H{4) = b4,......, H(ry) = bn.

Step 2: Convert frequency histogram mto cumulative
frequency distribution Cj:

Cj=2 HD  jefl,2 .. nt 2

Then, normalized cumulative histogram given by:

g g
Cn

Step 3: Fit linear regression:
y = axtb (3)

Distance measure between the regression lines: After
having built the linear regression, now we have to define
a distance measure for linear regression. The 1dea 1s to use
the AB distance measure proposed by Kumar and
Nagabhushan (2006, 2007). The distance introduced by
Kumar and Nagabhushan (2006, 2007) 1s based on the
“area” and “behavior difference” components between
the regression lines.

Area between the regression lines: The area 1s computed
by considering the region between the regression lines as
a trapezoid. So area of trapezium characterizes the
distance between two simple regression lines. For a pair
of samples, two different cases are possible due to the line
position. Therefore the respective area of the trapezium
for two cases 1s summarized below:

Case 1: When pair of lines are not intersected shown in
Fig. 1, area of trapezium A is given by the following
formula where a and b are the lengths of the parallel sides
and h is the perpendicular distance between the parallel
sides and normalized to the range 0-1.
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Fig. 1: Pair of lines are not intersected (Case 1)
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Fig. 2: Pair of lines are intersected (Case 2)

1
A= —(atb
2( )
) (-cl)H, b:\(l-cz)_(l-cl)
m2  ml | m2  ml
Where:
cl,ml = The intercept and slope of simple linear
regression line 1
c2,m2 = The intercept and slope of simple linear

regression line 2

Case 2: When pair of lines areintersected shown in Fig. 2
area of trapezium A is considered as two triangles where
their heights are computed based on the intersection
point y,, between twoe lines

1 1
A= {E*a*(y,p—y,)}{g*b*@m-y@j )

c2-¢cl
X, =| —— |, y, =m2*x_+c2
? {m}mlj Yo ¥
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Where X, and 1y, are  intersection

between — pair of  samples.

points

The behavior of the regression lines: The behavior
compornent plays an important role in charactering the
difference between the regression lines. The behavior
compornent 1s computed by taking the absolute difference
between the regression lines.

A case study: knowledge pattern discovery: The database
under investigation refers to the quiz data pooled by a
Learning Management Systems (LMS) called EklLuv-Ya
[EKIO] 1s used. Tt is the product created by Amphisoft
Technologies for revolutionizing engineering education
through Automated Evaluation Systems in different
branches of engineering.

A typical web based LMS such as moodle m its
simplest form provides a platform for online learning
where educators can post their learning materials,
assignments, tests etc and monitor progress of their
students who in turn have to log in to leam from the
posted material. An LMS can keep record of all the
student activities through their log files which pave way
to gather large amount of data on a day to day basis. The
amount of data which 1s gathered 1s proportional to the
number of students registered for each course, mumber of
times each student logs in for each of the registered
courses and number of courses that are handled by an
LMS. We can find streams of log records getting
generated every moment, which makes the real time
knowledge extraction almost mnpossible. Various data
mining techniques can be applied to leam from the
generated data of the LMS (Romero ef al, 2008
Clari et al, 2009) and extract useful mformation
instantaneously.

From the standpoint of the bigdata, the main
objective of this case study i1s to show how the SDA
summarizes the quiz data in a meaningful and mtelligent
fashion, to its important and relevant features. Also how
1t enthances the data mimng technique to mme knowledge
pattern in big data. Hence we need to use a clustering and
classification technique n itegration with SDA.
Clustering 15 an unsupervised learning problem that group
objects based upon distance or sumilarity. Each group 1s
known as a cluster (Jain and Dubes, 1988; Flexer, 2001).
While, Classification 1s a supervised learning problem of
assigmng an object to one of several pre-defined
categories based upon the attributes of the object
(Kaufinan and Rousseeuw,1990).

RESULTS AND DISCUSSION

The quiz data under consideration 1s the marks
scored m different quizzes by the 52 students of sixth
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Fig. 3: Summarization of very large data sets into symbolic histogram feature
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Fig. 4: Bar graphs of cumulative histogram of quizzes 1-10 of student 1-4 for all subjects

semester of Bachelor of Engineering from United Institute
of Technology, Comnbatore (Tamil Nadu), India. The
subjects of study in the order of appearance are:
Computer Graphics, Mobile Computing, Numerical
Methods, Object Oriented System Design and Open
Source Software. For the sake of expermmentation,
murimum marks for each quiz 1s 2. maximum marks for each
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quiz is 10. Marks of students who could not take up
the quiz n a particular subject have been marked as ‘1°.

The first step 1s to compute the histogram matrix by
summarizing the distribution of marks of ten quizzes under
each of five subject for every student as illustrated
in Fig. 3. Then, corresponding cumulative histogram
Figure 4 18 approximated by a regression lne (Fig. 5)
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Fig. 5: Regression Features representing students performance
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Fig. 6 : Dendrogram obtained through complete hinkage clustering using AB distance measure

according to the algorithm. Using AB distance measure
dissimilarities between individual objects are calculated.
The obtained distance matrix is given as input to cluster
analysis to classify them into groups. Classical method as
hierarchical clustering can be suitably used for thus
purpose. Hierarchical cluster methods produce a hierarchy
of clusters, ranging from small clusters of very similar
items to larger clusters of mncreasingly dissimilar items.
Symbolic data analysis represents the quiz data in the
form of symbolic Fig. 3, thereby providing users with the
ability to visually analyze and explore large, complex
datasets. Linear regression Fig. 5 characterize the

relationships and dependencies that exist within the
histogram. The strength of the distance measure is
portrayed by the dendrogram of the obtained data set.
The dendrogram shows the merging of samples mto
clusters at various stages of the analysis and the
similarities at which the clusters merge with the clustering
displayed hierarchically. There are 2 major classes
obtained in the structure (Fig. €). The students grouped
in cluster 1 have secured mark above 70% which mdicates
good knowledge in subjects. Cluster 2 students below
70% who have poor knowledge in subjects. In order to
validate, btained results when compared with teachers
handling the subjects match exactly with the expected
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results. This experimentation will help the teacher in
finding out the students of a particular group and counsel
them as the information about serial number of students
1s retaned as knowledge.

CONCLUSION

To conclude, in this research we have shown how
symbolic data analysis is used in mining big data. The
construction of symbolic histogram proved to be a
necessary precursor to statistical analyses when the size
of the original dataset 1s too large for classical analyses.
Also a methodology based on regression line features
helps for further reducing the computational complexity of
this symbolic histogram. To support our proposed theory
we have done a case study in educational environment for
better understanding of student failed courses andthe
assessment of the student learming process in every
subject .This in turn helps to improve teaching quality of
the subject teacher and to improve students’
academicperformance and trim down failure rate. Hence it
plays an important role in strengthening the management
of lugher education mstitutions. It 1s expected that this
work can be successfully used in different areas mcluding
financial, banking.
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