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Abstract: Digital images and videos have become so important and are being used in a wide range of
applications including digital cameras, Medical imaging, DVD, digital TV, HDTV and video telephony. These
applications are feasible because of the advancement in computing and communication technologies as well
as efficient image compression algorithms. Fast Cosine Transform (FCT) 1s widely used techmque in image and
video compression algorithms. FCT requires large amount of mathematical computations including memory
access, multiplications and accumulations which leads to hardware complexity. The hardware complexity due
to memory access can be reduced by the memory access reduction scheme called as MARS. As this Memory
Access Reduction Scheme (MARS) is very much suitable for FPGA designs in this work, the 2D-FCT is
proposed using MARS based architecture. Then existing architecture for 2D-FCT and the proposed MARS
based 2D-FCT are simulated and synthesized in Virtex 7-xc7v2000t-2flg1925 FPGA device using Xilinx ISE 14.1.
The results of the Conventional 2D-FCT structure 1s compared with the proposed MARS based 2D-FCT to

show the improvement in terms of hardware efficiency of the proposed work.
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INTRODUCTION

The advancement in technologies has increased the
use of digital images and videos. Digital images and
videos comprises of large amount of data. Reduction in
the size of the image data for both stormg and
transmission of images are becoming increasingly
important as they find more applications. Discrete Cosine
Transform (DCT) has played a prominent role in image
and video applications (Ahmed et al., 1974). It has been
adopted as primary computation unit in still and moving
pictures coding standards such as JPEG, MPEG, ITU’s
and H.264. But DCT requires large amount of mathematical
computations including multiplications and accumulations
which leads to mcreased clock cycles and power. To
overcome this Fast Cosine Transform (FCT) is introduced.
The Discrete Cosine Transform (DCT) of an N-point real
signal 1s derived by taking the Discrete Fourier Transform
(DFT) of a 2N-pont even extension of the signal
(Malkhoul, 1980). However, this approach exhibits higher
computational complexity than direct computation due to
the matrix transposition. Further a new fast algorithm for
8%8 ZD-DCT based on partial sum and its corresponding
hardware architecture for VL SI realization (Tian et al.,
2005) a Loeffler DCT architecture can save 14% addition
operations for the same precision requirement and the
path delay can be sigmficantly reduced as well. A FPGA
based scalable architecture for DCT computation using
dynamic partial reconfiguration proposed by Wu et al.
(2009). The 2D-FCT calculation using quantization and

zigzag arrangement is introduced that is used in JPEG
image compression (Pradeepthi and Ramesh, 2011).
MARS based 2D-FCT 1s proposed (Liu, 2010) which uses
reduced memory access and has less hardware complexity
is implemented in DSP Processor (Liu and Bao, 2015).
Implementation on DSP Processor is unreliable and not
efficient in terms of energy when compared to FPGAs. So,
a modified approach to implement 2D-FCT using MARS
in FPGA 15 proposed rather than implementing in DSP.

MATERIALS AND METHODS

Vector radix 2D Fast cosine transform: The 2D-Fast
Cosine transform is an image compression algorithm
which represents the ordnary cosine transform in terms
of the butterfly structures. This FCT method consists of
reduced number of multiplications and additions when
compared to the DCT (Christopoulos et al., 1995). Here,
the FCT is represented in decimation in frequency
algorithm. The 2D-DCT equation is given by:

m=0n=10 2N

cos{m}k, 1-0.1,2,3.. . N-1
N

x(k, 1) = %51;51 Nz_l E x[m, n]cos {M}
(L

where, e, ¢ 1/4/2 fork, 1 = 0 otherwise ¢, g = 1. In the
2D-Fast Cosme Transform, the first step is input
remapping. The input remapping (Skodras and
Constantimdes, 1991) 18 done with the followmng
conditions (Eq. 2):
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Where:
#[m,n] = The input mapped co-crdinates
N = The matrix size

The 2D-DCT Eq. 1 can be rewritten as:
M-l N-1
k- Zx[m nJoos {n(4m+l)k}cos {n(4n+l)l}

2N 2N

m=10n=

k1=0,1,2,3...N-1

(3
By decomposing the output sequence X[k, 1] into even-even, odd-even, even-odd and odd-odd indexed terms, four
(N/2xN/2) point 2D-DCTs given in Eq. 4-7 where:
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Using the Eq. 4-7 the butterfly structure 1s designed.

3456



Asian J. Inform. Technol.,

Weighting factors in Vector Radix 2D-FCT: The
cosme functions mn Eq. 4-7 are considered as weighting
factors. No. of weighting factors at each stage 1s
NxN/MA. All the required weighting factors in each
stage are equally divided mto 4 groups such as:

M N
Pt 1o §— 1o 5—
CI;XN’ CI;XN’ CZXI\ZT B and C }2»1 e
Where:
¢, = Given as cos pn/2xN
8 = The stage number
From this the stage 1 weighting factors

r+H

becomes 7y, Clo O o and C™,,, The remapped
mputs are applied on the butterfly structure as shown in
Fig. 1.

Figure 2 represents the weighting factors for each
stage for 4x4 FCT. The stage 1 weighting factors are
represented by (Cp/2xN, C/2xN, CatN/2xN, CptN/2xN)
and stage 2 weighting factors are represented by C2p/2xN
C2q/2=N, C. The black circles represent the memory
access that occurs during the butterfly computation. The
weighting factor applied butterfly structure of a 4x4 FCT
1s shown m Fig. 3.

In the above method the outputs of the stage 1 are to
be stored in order to compute the stage 2 outputs. This
mcreases the memory access which increases the
hardware complexity.
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Proposed vector radix 2D-FCT using MARS: The
proposed method is a Memory Access Reduction Scheme
(MARS) based 2D-FCT. In thus method, the weighting
factors are reduced by means of trigonometric functions.
The stage 2 weighting factors are calculated from the
stage 1 weighting factors that helps to have reduced
memory storage and hence the additional memory access
reduced.

Weighting factor reduction in MARS based 2D-FCT:
The stage 2 weighting factors are calculated from
the 1 stage weighting factor C*,, and C¥*,., where
C%, o = cos2pn/2xN. Applying trigonometric property:

(8)

cos2X = cos’ X —sin’ x

The weighting factor becomes:

= (ash+{c+d)

b ™~ \/ o B = [fa-b}+{c-d)M;

M
bt C = [{a+b)-(ced)|M:

/(\d_\_a D = [fa-b)-{o-d)IMs

M, Mz Mg— Weighting factor

Fig. 1: Butterfly structure; a-d are the remapped inputs
and M1-M3 are the weighting factors
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Fig. 2: Butterfly structure for 4>x4 matrix
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Fig. 3: Butterfly structure with weighting factors applied
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Fig. 4: Butterfly structure with weighting factor reduced
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The derived weighting factor is:

o 9

2xN

= (Chy) ()

City = (Cha) (LY’ (19)

From (Eq. 9 and 10) the stage 2 weighting factors are
calculated from the stage 1. Where C*,.,,, O™, Chan
CvN . are the stage 1 weighting factors. C%,,,,, C*,,, are
the stage 2 weighting factors. Thus, the both 1 and 2
stage butterfly structure 1s combined together as a single
stage as shown n Fig. 4.

In this method, there 13 no need of storage of stagel
outputs because the weighting factors for the second
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stage are computed using stagel weighting factors. Thus,
it will reduce the memory accesses compared to the
conventional method.

RESULTS AND DISCUSSION

The conventional vector radix 2D-FCT and proposed
MARS based 2D-FCT are simulated using Xilinx ISE 14.1
tool as given below.

Simulation of conventional vector radix 2D-FCT: The
mput matrix 15 a representation of & bit data and the
applied 7 weighting factors are in fixed point notation.

In the simulated conventional method as shown in
Fig. 5, the butterfly computations are calculated and the
stage 1 results are stored and then the stage 2 results are
calculated from the stage 1 results. This results in higher
number of memory accesses.

Simulation of proposed vector radix 2D-FCT using mars:
In the
Fig. 6, there isnoneed of storage of stage 1 outputs

simulated proposed method as shown m

because stage 2 weighting factors are calculated from
stage 1 weighting factors. Hence, there will be less
number of memory accesses when compared to the
conventional method.

Synthesis report: The conventional Vector Radix 2D-FCT
and proposed MARS based 2D-FCT are synthesized in
the FPGA device Virtex7-xc7v2000t-2flg1 925 using Xilinx
ISE 14.1 tool.

From the comparison of synthesis report as shown in
Table 1, it 18 realized that m FCT with MARS based
method there 1s a 41.49% reduction m utilization of slice
LUTs, 44.82% of reduced Bonded IOBs and 6% less
DSP481 As as compared with the conventional 2D-Fast

Cosine Transform Algorithm.
Table 1: Comparison of resource utilization of vector radix 2D-FCT and
proposed 2D-FCT with mars

Vector Proposed

Radix 2D-FCT Percentage of
Logic utilization 2D-FCT  with MARS improvemnent (%0)
Number of Slice LUTs 1070 626 41.49
Number of bonded IOBs 754 416 44.82
Number of DSP48F1 s 33 31 6.06
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I
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Fig. 5. Simulation of conventional Vector Radix 2D-FCT; x: the input 4x4 Matrix; ¢: the applied 7 weighting factors sta;

stw are the stagel outputs; y;-y,, are the outputs
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Fig. 6: Simulation of proposed Vector Radix 2ZD-FCT using MARS; x: the input 4x4 Matrix; ¢: the applied 5 weighting

factors; y,-v, are the outputs
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CONCLUSION

The fast cosine transform being the most commonly
used transform techmque m compression algorithms
requires an efficient architecture in terms of both area and
speed In this research, a low memory access 2D-Fast
Cosine Transform with use of MARS architecture is
proposed. The VHDL coding for the Conventional FCT
and the proposed FCT with MARS are written, simulated
and synthesized mn Virtex7-xc7v2000t-2flg1 925 FPGA
device using Xilinx ISE 14.1. The synthesis report reveals
that the FCT with MARS based method utilizes less
mumber of logic resources compared with the
conventional 2D-Fast Cosine Transform Algorithm. Thus,
the proposed MARS based 2D-FCT design 1s hardware
efficient than the conventional 2D-FCT.
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