Asian Journal of Information Technology 15 (13): 2167-2176, 2016

ISSN: 1682-3915
© Medwell Journals, 2016

Severity Analysis of Cervical Cancer in PAP Smear Images Using
Textures Features and Hybrid RBF Kernel Based SVM

'G. Hariharan, 2A. Jayachandran, *G. Jiji, *M.Rajaram and *T. Ajith Bosco Raj
"Department of CSE, PSN Engineering College, Tirunelveli, India
*Department of CSE, PSN College of Engineering and Technelogy, Tirunelveli, India
*Department of ECE, PSN College of Engineering and Technology, Tirunelveli, India
“Department of EEE, College of Engineering Guindy, Anna University Chennai,
600 025 Chennai, India

Abstract: Classification of medical imagery is a difficult and challenging process due to the intricacy of the
images and lack of models of the anatomy that completely captures the possible deformations in each structure.
Cervical cancer 1s one of the major causes of death among other types of the cancers in women world wide.
Proper and timely diagnosis can prevent the life to some extent. Therefore we have proposed an automated
reliable system for the diagnosis of the cervical cancer using texture features and machine learning algorithm
i PAP smear images, it 1s very beneficial to prevent cancer also increases the reliability of the diagnosis. In thus
research study, we have developed, multi class cervical cancer severity analysis system based on hybrid texture
features and hybrid RBF kernel based support vector machine using PAP smear images. Two major contribution
of the proposed system is feature extraction and feature classification. Tn feature extraction, multiple features
are extracted using texture features and Gabor filter based orentation image. This system classifies the PAP
smear cells into anyone of four different types of classes using RBF-SVM. The performance of the proposed
algorithm is tested and compared to other algorithms on public image database of Herlev University Hospital,
Denmark with 452 PAP smear images. The overall classification accuracy of the proposed hybrid RBF-SVM is

96.8% but the existing methods RBF and SVM produce 91.32 and 94.32%, respectively.
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INTRODUCTION

Cervical cancer is one of the crucial reasons of cancer
death in females universal. The PAP smear 1s the extreme
active screening test used to perceive the cervical
pre-cancerous and cancerous variations in a experimental
of cervical cells based on the shape vanations of the
nuclei and eytoplasm (Kiviat, 1996, Kurman et al., 1994).
PAP test has severely altered the prognosis of women
with cervical cancer as it has exhibited its ability to detect
95% of the cancers of the vaginal neck . Cervical cancer
can be prevented if it is perceived and treated early
(Marinakis et al., 2008). PAP smear test is a physical
screening process used to identify cervical cancer or
precancerous changes m an uterine cervix by grading
cervical cells based on color, shape and texture properties
of their nuclei and cytoplasms. A computer-assisted
screemung  structure for PAP  smear tests will be
exact helpful to prevent cervical cancer if it increases the
reliability of the diagnosis (Pradhan and Sinha, 2010). PAP
anicolaon (PAP) Smear Screening Test is the most

common form of diagnosis for detecting cervical cancer in
its early stages. Cervical cancer 1s a disease that occurs
when cells in the cervix area instigate to produce out of
controller and attack nearby tissues or feast throughout
the body. Cancer or tumor can be divided into two
groups, 1.e., bemgn and malignant. Bemgn, that does not
attack and abolish the tissue m which it origmates or
spread to aloof sites in the body (non-cancerous tumor)
while malignant that attacks and abolishes the tissue in
which it invents and can feast to other sites in the body
via blood-stream and lymphatic system (cancerous
tumor) (Mustafa et al., 2004; Khotanlou et al., 2009,
Mishra, 2010).

Medical 1mage processing syatem has lead to an
increasing important and evolving role for image
processing and Computer-Aided Diagnosis (CAD)
systems in numerous clinical applications. Cervical cancer
15 the second most common cancer affecting women
worldwide and the leading cause of cancer mortality in
developing countries. Tt can be cured in almost all
patients, if detected early and treated adequately. An
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automated image analysis system of uterine cervical
images analyzes and extracts diagnostic features in
cervical images and can assist the physician with a
suggested climical diagnosis. Such a system could be
integrated with a medical screening device to allow
screening for cervical cancer by non-medical personnel
(Shen et al., 2005; Lin et al.,1996).

Image segmentation 1s a serious component of umage
recognition and analysis system. Tt plays a significant role
in biomedical imaging applications such as the inventory
of tissue volumes diagnosis, localization of pathology
analysis of anatormical structure, treatment planmin, partial
volume upgrading of practical imaging data and computer
integrated surgery (Peng ef al., 2010; Yang et al., 2008).
Medical Image segmentation 1s to partition the image into
a set of regions that are visually obvious and consistent
with respect to some properties such as gray level,
texture or color. On the other hand, feature extraction
1s one of the most important methods for capturing visual
content of an mmage. To facilitate decision making such as
pattern classification, feature extraction is used as the
process to represent the raw image in its reduced form.
This approach combines the intensity, texture, shape
based features and classifies the tumor as white
matter, gray matter, CSF, abnormal and normal area.
The various methods such as Multi Texton
Histogram (MTH), Principal Component Analysis
(PCA) Texton co-occurrence matrix and Linear
Discriminant Analysis (LDA) are used for reducing the
number of features (Mustafa et al., 2014). The MTH is a
feature extractor and a descriptor to retrieve the content
image which mtegrates the advantages of representing
the attribute of the co-occurrence matrix using histograms
(Jayachandran and Dhanasekaran, 2013). This descriptor
analyzes the spatial correlation between neighboring color
and edge orientation based on four special texton types
(Julesz, 1981).

The feature extraction plays an important role in
Cervical cancer classification  process, whose
effectiveness depends upon the method adopted for
extracting features from given images. The visual content
descriptors are either global or local. A global descriptor
represents the visual features of the whole 1image;
whereas a local descriptor represents the visual features
of regions or objects to describe the image. These are
arranged  as
construct the feature database. For similanty distance
measurement many methods have been developed like
Euclidean distance (1.2), I.1 distance, etc. Selection of
feature descriptors and similarity distance measures affect
performances of an cervical cancer classification system
significantly (Mukhopadhyay and Chanda, 2003). In this

multidimensional feature vectors and

research article, we have developed a cervical cancer
detection system that is able to detect and categorized
cervical cells into normal and cancerous cells based on
texture features and machine learmng method.

MATERIALS AND METHODS

Proposed cervical cancer classification system:
Classification of medical imagery is a knotty and
challenging process due to the mtricacy of the images and
lack of models of the anatomy that completely captures
the possible deformations in each structure. Cervical
cancer 1s the supreme common malignancy in women in
the emerging countries. Cervical cancer grows over a
protracted period covering two to three decades. Cervical
cancer 1s the most common form of cancer m women
under 35 years of age and the second most commonly
occurring cancer in women of all ages, worldwide
(Mustafa ef al., 2004). In our proposed, cervical cancer
classification systems comsists of preprocessing,
segmentation, feature extraction and feature classification.
In feature extraction, multiple features are used to
determine the relevance of normal and abnormal images.
In this scenario, it 1s essential to minimize all the features
distances that are determined between the cancer umage
and the non cancerous images. To perform the
classification stage efficiently, an effective classification
algorithm 1s required. In this research, we exploit the
proposed hybrid algorithm in the classification stage to
ensure the classification performance. Our proposed
method consists of three phases namely, cervical
cell nucleus detection, feature extraction and
classification. Tn this studyr, cervical cell nucleus
detection  is using  pre-processing  and
segmentation process. In pre-processing, anisotropic
filter is applied to remove the noise and enhance the
image for the cell Nucleus detection process.

done

Cervical cell nucleus detection: Tt is the crucial stage in
the entire process. Pre-processing and segmentation
process are the steps to the tumor region identification
stage. Preprocessing on the input image 1s extremely
essential, so that the image gets altered to be related to
the further processing. In this study, experimental mmages
cannot be given directly the segmentation process. The
input 1mage 18 passed through an amsotropic filter which
diminishes the noise and enhances the image quality.
Amnisotropic filter 18 used for reducing image noise without
removing significant parts of the image content,
particularly the edges, lines or other details that are
important for the interpretation of the image (Demirkaya,
2009). The proposed cervical cell nucleus detection
process consists of three stages such as:
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+ TImage binarization using thresholding

¢  Sharpening the using morphological
operations

»  Nucleus region identification

region

Original image is covert into a binary image by
thresholding: Initially, the input image 1s transformed mto
a binary image. An image of up to 256 gray levels is
translated to a black and white image using the threshold
value. The gray level value of every pixel in the improved
image 1s considered at this stage. All the pixels with
values above the threshold are set as white and the
remaining pixels are set as black in the image during the
binarization process. In this study, the threshold value is
selected based on the contrast of the image.

Binarized image, By, (k,y) =
0,if B__, (k.y) < Threshold @

1, Otherwise

3

Sharpening the region using morphological operation:
After transforming into binary images, the morphological
process 1s applied for sharpeming the regions and filling
the gaps. The main processes of the morphological
operations are opening, closing, erosion and dilation. Tn
this study, erosion operation 1s applied for removing the
hurdle, noise and enhances the image.

Erosion: In the erosion operation on an image F having
labels 0 and 1 with structuring element Y, the value of
pixelim F is changed from 1-0, if the result of convolving
Y with F, centered at i is below some predefined value. We
have set this value to be the area of Y which 1s principally
the number of pixels that are 1 in the structuring element
itself. The structuring element also known as the erosion
kernel, finds out the details of how particular erosion thins
boundaries:
IE =imerode (F, )

Nucleus area identification: After the morphological
operatior, the mnucleus regions are identified via a
regionprops algorithm. The regions of the nucleus are
marked out based on their area properties. The
regionprops algorithm measures the properties of image
regions. Using the actual number of pixels 1 the region,
the nucleus region’s area 1s segmented. This value 1s
slightly different from the value returned by bwarea which
weights diverse patterns of pixels in a different way. The
reglonprops calculates the area by measuring the distance
between each neighboring pair of pixels around the border
of the region. After the segmentation process is

completed, we get the segmented nucleus from its
surrounding cytoplasm. But the results were somewhat
light portiomng of the nucleus. For this
researchers have gone for the enhancement process to
enhance or increase the contrast of the nucleus.

reason,

Feature extraction process: The process of extracting the
features of the high contrast image sequence in a temporal
frame with gray scale reference information for text block
detection in both horizontal and vertical edge scanning of
adjacent text block m a multi-resolution fashion are
considered as feature extraction. It extracts information
grounded on maximum gradient difference. The purpose
of feature extraction is to reduce the original data set by
measuring certain properties or features, that distinguish
one input pattern from another pattern. The extracted
feature is expected to provide the characteristics of the
input type to the classifier by considering the description
of the relevant properties of the umage mto a feature
space. The proposed method feature extraction process
consists of five steps such as:

»  Computation of Feature Vector F(V1) using LoG

»  Computation of Feature Vector F(V2) using GLCM
¢ Computation of Feature Vector F(V3)using DGTF

¢  Computation of Feature Vector F(V4 using RICGF

»  Concatenation of four feature vector

Laplacian of Gaussian (.oG): LoG filters at Gaussian
widths of 0.25, 0.50, 1 and 2 are considered. These values
are convoluted with the input image. Sixteen features are
retrieved by calculating mean, standard deviation,
skewness, autocorrelation, busyness, coarseness and
kurtosis for the LoG filter output in the SROI region.

Mean: The mean (m) 15 defined as the sum of the intensity
values of pixels divided by the number of pixels in the
SROT of an image.

Standard deviation: It shows how much variation or exists
from the expected value 1.e., the mean. The data points
tend to be very close to the mean results low standard
deviation and the data points are spread out over a large
range of values results high standard deviation.

Skewness: Tt is a measure of the asymmetry of the data
around the sample mean. If the value is negative, the data
are spread out more to the left of meaner than to the right.
If the value 1s positive, the data are spread out more to the
right. The sickness of the normal distribution (or any
perfectly symmetric distribution) is zero. The skewness of
a distribution 1s defined as:
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Y=E (x-w)'/c’

Where:
i = The mean of x
0 = The standard deviation of x

E(t) = Represents the expected value of the quantity t

Autocorrelation: Tt is used to evaluate the quantity of
promptness as well as the excellence of the texture present
mn the image, denoted as {3, §). For a n*m umage 1is
defined as follows:

n—8 m—3;

) s 2

1

T(1,)1(i+8.j+8,)

=0

Here, 1<8,<n and 1<d;zm. The & and &, represent a
shift on rows and colummns, respectively.

Kurtosis: The forth central moment gives laurtosis. It
gives intensity
distribution to the normal Gaussian shape:

\ZE

Std“

the measure of closeness of an

Kurtosis =

Coarseness: The Coarseness is calculated based on the
Shape. This value is not equal to zero then the segmented
area has been affected by the tumor, otherwise the tumor
does not affect the segmented area. It 15 the average
mumber of maxima in the autocorrelated images and
original images. The Coarseness (Cs) is calculated as
follows:
1

( . iMaX i j)/n+iiMax(i,j)/m]

i=1 j=1 i=1 j=1

C, =

Busyness: Tt is calculated based on connectivity, how
much the pixels are connected is calculated that is above
5 then the segmented area has a tumor. The business’
value 1s below 5 the segmented area does not have a
tumor. Thebusyness value 13 depending on Coarseness.
If the value of coarseness is high, the It 1s related to
coarseness 1n the reverse order that 13 when the
business 1s low:

Computation of Feature Vector F(V2) using GLCM:
Gray-level-based features: features based on the
differences between the gray-level in the candidate pixel
and a statistical value representative of its surroundings.

It contains the second-order statistical information of
neighboring pixels of an image. Tt is estimated of a joint
Probability Density Function (PDF) of gray level pairs in
an image (Cobzas et al., 2007). Tt can be expressed in the
following equation:

P, (1,3} (Li=0.12...N 1)
Where:
i, j = Indicate the gray level of two pixels
N = The gray image dimensions
P = The position relation of two pixels

Different values of p decides the distance and
direction of two pixels. Normally Distance (D) is 1, 2 and
Direction (6) is 0°, 45°, 90°, 135° are used for calculation
(Daugman, 1988). Texture features can be extracted from
gray level images using GLCM matrix . In owr proposed
method, five texture features energy, contrast, correlation,
entropy and homogeneity are experiments. These features
are extracted from the segmented MR images and
analyzed using various directions and distances. Energy
expresses the repetition of pixel pairs of an image:

k=Y Y Pij)

"

I
=
I
=

Local variations present in the image is measured by
Contrast. If the contrast value is high means the image
has large variations:

N-1 N-1N-1
k2 —Etz{ P.(i.i}}

t=0 1=0 1=0

Correlation is a measure linear dependency of gray
level values in co-occurence matrices. It is a two
dimensional frequency histogram m which ndividual pixel
pairs are assigned to each other on the basis of a specific,
predefined displacement vector:

klkIIJ “1“‘2
k3= Z —GGZ

where, 1, 1, 0,, 0, are mean and standard deviation
values accumulated in the x and y directions respectively.
Entropy 1s a measure of non-uniformity n the image based
on the probability of Co-occurrence wvalues, it also
indicates the complexity of the image:

k-1

W‘

-1

P (i.j log( (i,j))

[}
=

1=0 j

Homogeneity is inversely proportional to contrast
at constant energy whereas it is inversely proportional
to energy:
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Table 1: Summary of intensity and texture features
Feature
Category Features
LoG Four statistical parameters for the LoG
filter output in the SROT region are retrieved
at o =0.25, 0.50, 1 and 2 thereby contributing
16 features in the feature pool. These parameters
are: mean intensity, standard deviation,
skewness, kurtosis
GLCM  Following GLCM features at 0°, 45°, 90°
and 135° are calculated: contrast, homogeneity,
correlation, energy
DGTFs are calculated at A for 242, 4, 442, 8,
8/2) and © for 0°, 22.5°, 45°, 67.5° and 90°
are varied. Four statistical parameters are
calculated for each filter output in the marked
SROI and are taken as 100 features in the feature
bark. These paramneters are: mean intensity,
standard deviation, Skewness, Kurtosis
RICGFs RICGFs are calculated at & = 2/2, 4, 42,
8, 8v'2) and two values of s, i.e., 0° and
20° four statistical parameters for each filter
output in the marked S8ROI and are taken as
40 features in the feature bank. These features
are: mean intensity, standard deviation,
skewness, kurtosis

MNo. of features

16 features

4*4=16
features

DGTF 25%4=100

features

10% 4 = 40
features

=

“1k-1 11
k5= SRl
01+ (i,j)

i

1l
=

Directional Gabor Texture Features (DGTF): Directional
Gabor’s are used as they measure the heterogeneity in the
SROI. Gabor filter is a Gaussian kernel function modulated
by a sinusoidal plane wave. There fore, it gives directional
texture features at a specified Gaussian scale. Gabor kernel
is defined as:

g(xy.h0w,0,7) =

2 + 2 2
oxp

<
2m=t
co{ n;L w}

Where,x = xcosB+ ysing,
v =-xsinB+ycosd

Where:

A = Represents the wavelength of the sinusoidal factor

0 = Represents the orientation of the normal to the
parallel stripes of a Gabor function

Iy = The phase offset

0 = The width of the Gaussian

Y

The spatial aspect ratio and specifies the ellipticity of
the support of the Gabor function

The intensity and texture features summary is given
in Table 1.

Rotation Invariant Circular Gabor Features (RICGF):
Gabor filter is a Gaussian kernel function modulated by a
radially smusoidal surface wave, therefore, it gives
rotational invariant texture features which are given by:

g(xy.hBw0y) =

2
L(X’f) xcos{%c—D(;’y) +w}

exp| —
P 20

Where, D(x,y) = 4f(x —i)z + (y_y)z

Where:

A = Represents the wavelength of the sinusoidal factor

0 = Represents the orientation of the normal to the
parallel stripes of a Gabor function

r = The phase offset

0 = The width of the Gaussian

¥ = The spatial aspect ratio and specifies the ellipticity of
the support of the Gabor function

Hybrid RBF kernel-SVM classifier: The diagnostic
models, hybrid kernel based SVM has been developed for
improving the classification process. The extracted
textures features are used for the separation of two
classes such as cancer and non-cancerous. Since the
texture feature follows the non-linearity, non-linear SVM
is needed to do the separation of hyperplane. To do
non-linear task, kemel functions are mtroduced in
SVM classification. Multiple kernels are combined to
develop a new hybrid kernel that will mprove the
classification task of separating the training data. By
introducing the hybrid kemel, SVMs gain flexibility in the
choice of the form of the threshold which need not be
linear and even not to have the same functional form
for all data, since its function is non-parametric and
operates locally.

In most of the cases, an object 1s assigned to one of
the several categories based on some of its characteristics
in the real life situation. For mstance, based on the
outcome of several medical tests, it 13 mandatory to say
whether the patient has a particular disease or not. In
computer science such situations are explamed as
classification issue. There are two phases in the support

vector machine namely, Training phase and Testing
phase.

Training phase: The output from the mproved
multi-texton 18 given as input to the traiming phase. The
input function gives the set of values which are non
separable. All the possible separations of the pointset can
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w-x —b=—1

O

Fig. 1: Sample representation of separating optimal hyper plane

be achieved by a hyperplane. For that, a set of data drawn
from an unknown distribution ((x,,¥,),....(X,¥), X )ER", ¥,
£§-1,1} and also a set of decision functions or hypothesis
space f;:A€N are given where A (an index set) is a set of
abstract parameters, not necessarily vectors. f;: R™{-
1,41} is also called a hypothesis. The set of functions f;
could be a set of Radial Basis Functions or a multi-layer
neural network. All the possible separations of the point
set can be achieved by a hyperplane. In the Lagrange
optimization formulation we can find the optimal
separating hyperplane normal vector. A kernel is any
function K: R"*R">R. This corresponds to a dot product
for some feature mapping:

K(X,,X,)=06(X,)¢(X,)Forsome¢ (2)

The kernel function can directly compute the dot
product in the higher dimensional space. Introduce
kernel-based Lagrange multipliers > 0%

n 1 n n
L, :gal—agxaiajylyjli(xl.xj) (3)

i=l i=1

Minimize L, with respect to w, b and maximize with
respect to ¢, In a convex quadratic programming problem,
the plane is a nonlmnear combmation of the training

vectors:
W= Ealle(xl) (4
1=1
Thus, the hyperplane is separated into two
clusters. The sample representation of  tlus

process 1s The point on the
planes H, and H, is the support vectors. H, and H, are the

shown m Fig. 1.
planes:

s+ d° = The shortest distance to the closest positive
point

» d = The shortest distance to the closest negative
point

s d'+d = Represents the margin of a separating hyper
plane

Testing phase: The output from the improved multi-texon
is given as an input MRI image to the testing phase and
the output MRI image shows whether a tumor is present
or not. The class of an input data x is then determined in
Eq. 5

class(x) = sign(cp(x). b) =

- (5)
sign(z yho(x )-9(x)~ b)

We have analyzed the kernel equation from the
existing research (Chen et al., 2011, Martin, 2003) and
used them in the proposed research namely, RBF and
quadratic function.

Radial basis function: The support vector will be the
centre of the RBF and o will determine the area
of influence. Tlis support vector has the data
space:

2
_H& ’XJ‘H

K(xi,x] ) =exp o
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@ (b)

(© (d)

Fig. 2: Some of the cells found in cervix: A-C) mild, moderate and severe dysplasia, (D) Carcinoma in situ

Quadratic kernel function: Polynomial kemels are of

the form:
K(%7)=(1+%'7)

where, d = 1, a linear kernel and d = 2, a quadratic kernel
are commonly used. Let k(RBF) and k, (Quadratic) be
kernels over ExE, ZcR” and K, be a kernel over RFxR?.
Let function @: E-R’. The four kernel based formulations
are represented by:

k(xy)=k (x,y)+k,(x,y)isakernal (6)
k{x,y)=k (x,y)k, (x.y)isakernal N

Substitute the two Eq. 6 and 7 in Lagrange multiplier
Eq. 8 and get the proposed hybrid kernel. Tt is exposed in
Eq &

L, :g% _%ggaiaiyiyi(kl(XI'XJ)’LkZ(Xi'Xi)) ®
- 2 . 7%; i; cxlcx]yiyjkl(Xi-Xj)kZ(Xi'Xi) (9

Substitute the four theorems in Quadratic function
Eq. 10 and get:

WZEGIYI(KI(XI)+k2(YI)) (10)
1=1
w= Yoy ok, (x, )k, (v an
i=1
RESULTS AND DISCUSSION

Data set and parameter description: The experimental
PAP smear images are acquired through a powerful micro
scope by the skilled cyto-technicians. All images were
captured with a resolution of 0.201 um/pixel from the open

bench mark database of cervical cancer, Herlev University
Hospital, Denmark. The images were prepared and
analyzed by the staff at the hospital using a commercial
software package CHAMP’ for segmenting the images.
The cells were selected, not to collect a natural
distribution but to make a good collection of the important
dysplasia,
Severe dysplasia and carcinoma mn situ. The sample PAP
smear experimental images of various classes is shown in
Fig. 2. The data set contains 452 images with the following
abnormal class distribution:

classes such as mild dysplasia, moderate

¢ Mild dysplasia, 113 images

*  Moderate dysplasia, 105 images
»  Severe dysplasia, 110 images

»  Carcinoma in situ, 114 umages

This study describes the experimental results of the
proposed classification method using PAP smear images
with different types of cervical cancer. In the proposed
method, the experimental image data set is divided into
two sets such as traming set and testing set. The
classifiers are trained with the training images and the
classification accuracy is calculated only with the testing
images. In the testing phase, the testing dataset is given
to the proposed technique to find the cancers type in
smear images and the obtained results are evaluated
through evaluation metrics namely, sensitivity, specificity
and accuracy, it is given by:

Sensitivity = TP/ (TP + FN )
Specificity = TN /(TN + FP)

Accuracy = (TN +TP) /(TN + TP +FN + FP)

Where:

TP = Corresponds to True Positive
TN = Corresponds to True Negative
FP = Corresponds to False Positive
FN = Corresponds to False Negative
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These parameters for a specific category, say, Mild
dysplasia are as follows: TP is True Positive (an image of
‘Mild dysplasia’ type is categorized correctly to the same
type), TN = True Negative (an mmage of ‘Non-mild
dysplasia’ type 1s categorized correctly as ‘Non-mild
dysplasia” type), FP = False Positive (an 1mage of
‘Non-mild dysplasia’ type is categorized wrongly as “Mild
dysplasia” type) and FN is False Negative (an image of
‘Mild  dysplasia’ type is categorized wrongly as
‘Non-mild dysplasia’ type). ‘Non-mild dysplasia” actually
corresponds to any of the three categories other than
‘Mild dysplasia’. Thus, ‘TP and TN” corresponds to the
correctly classier images and ‘FP and FN” corresponds to
the misclassified images (Table 2).

The same feature sets are determined for all the
categories by replacing ‘Mild dysplasia’ in the above
de?nitions with other cancer categories. Thus, different
parameter values are obtained for each class and also for
the different classifiers. These parameters are estimated
from the confusion matrix which provides the details
about the false and successful classification of images
from all categories for each classifiers. The confusion
matrix of the proposed method 13 illustrated in Table 3.

Table 3 shown the row-wise elements correspond to
the four categories and the column-wise elements

Table 2: Experimental image dataset for classification

Tumor type Training data Testing data Totalno of images
Mild dysplasia 40 73 113
Moderate dysplasia 40 63 105
Severe dysplasia 40 70 110
Carcinoma in situ 40 74 114

Table 3: Confusion matrix of proposed method
Ground truth class (Assigned by radiologist)

correspond to the target class associated with that
abnormal category. Hence, the number of images correctly
classified (TP) under each category is determined by the
diagonal elements of the matrix. The row-wise summation
of elements for each category other than the diagonal
elements corresponds to the “FN” of that category. The
column-wise summation of elements for each category
other than the diagonal element corresponds to the ‘FP’
of that category. Similarly, “TN" of the specific category
1s determined by summing the elements of the matrix other
than the elements in the corresponding row and column
of the specic category.

For example, among the 73 Mild dysplasia testing
images, 68 mmages have been successfully classified
(TP) and the remaining 5 images (first row-wise
summation) have been misclassified to any of the
non-mild dysplasia categories (FN). Similarly 4 images
(first column-wise summation) from the other three
categories (non-mild dysplasia) have been misclassified
as Mild dysplasia category (FP). In the Table 4, the
classification accuracy of RBF in class 1 (Mild dysplasia)
type tumor is 95.06%, class 2 (Moderate dysplasia) is
96.09%, class 3 (Severe dysplasia) is 95.037% and class 4
(carcinoma in siti) is 96.09%. The miss classification rate
of class 1 (Mild dysplasia) and class 3 (Severe dysplasia)
type tumor is high compared to the other two classes. The
individual class and overall class accuracy calculation
procedure are given in Eq. 12 and 13:

Individual class accuracy for ith class = TP{i)/ class(i)
(12)

where, TP(1) 1s correctly classified mnstances of the class

(1)

Mild Moderate Severe Carcinoma . . . .
Class predicted dvsplasia _dysplasia _ dysplasia i situ Overall classification accuracy—(ETP(l)/z class(l)JlOO
Mild dysplasia 68 1 2 2 b !
Moderate dysplasia 1 61 2 1 (1 3)
Severe dysplasia 2 2 65 1 In Table 5, the classification accuracy of SVM in
Il s sccuracy 9858 9920 e7g7  oney  class1typeis 97.16%, class 2is 97.51%, olass 3 is 96.45%,
Overall classification 96.80 class 4 1s 97.51% and the overall classification aceuracy 1s
accuracy 94.32.
Table 4: Performance measure of RBF
Class predicted TP TN FP FN Sensitivity (%0)  Specificity (%0 Accuracy (%0)
Mild dysplasia 65 203 6 8 89.04 97.12 95.03
Moderate dysplasia 60 211 6 5 92.30 97.23 96.09
Severe dysplasia 62 206 6 8 88.57 9716 95.03
Carcinorma i situ 70 201 7 4 94.59 96.63 96.09
Overall classification accuracy 21.13
Table 5: Performance measure of SVM
Class predicted TP ™ FP N Sensitivity (%) Specificity (%) Accuracy (%0
Mild dysplasia 68 206 3 5 93.15 98.56 97.16
Moderate dysplasia 61 214 3 4 93.84 98.61 97.51
Severe dysplasia 63 207 5 5 92.85 97.64 96.45
Carcinorma i situ 72 203 5 2 97.29 97.59 97.51
Overall classification accuracy 94.32
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Table 6: Performance measure of Proposed method

Class predicted TP ™ FP N Sensitivity (%) Specificity (20) Accuracy (%)
Mild dysplasia 70 208 1 3 95.89 99.52 98.58
Moderate dysplasia 63 217 0 2 96.92 100 99.29
Severe dysplasia 67 209 3 3 95.71 98.58 97.87
Carcinoma in sifu 73 203 5 1 98.64 97.59 97.97

Overall classification accuracy 96.80

100
os
26
aa 7
0z +
sa
88 +
86 +
ga
Proposed method

SVM

M Sensitivity (36)

m Specificity (36)

Accuracy (%)

REBF

Fig. 3: The overall, experimental results of existing and proposed methods

The miss classification rate of class 1 and 3 types 18
high compared to the other two classes. In the Table 6,
the classification accuracy of proposed method in class 1
type tumor is 98.58%, class 2 13 99.29%, class 3 13 97.87%
and class 4 15 97.97%. For comparative analysis, the
proposed cervical cancer classification system is
compared to other neural network based methods such as
RBF and SVM. The overall classification accuracy of the
proposed method 15 96.80%, SVM 15 94.32% and RBF 1s
91.13%. The obtained results depict that the proposed
multi class cancer classification approach produces better
results compared to the other classifiers. The overall
classification results of semsitivity, specificity and
accuracy of existing and proposed method are shown
in Fig. 3.

CONCLUSION

In this study, a novel cervical cancer classification
system is developed which includes feature extraction and
multiclass classification of four classes of cervical cancer
types such as mild dysplasia, moderate dysplasia, severe
dysplasia and carcinoma in situ. These cancer classes
may have similar characteristics in their intensity and
texture pattern; however, these cancer classes differ in
their location, size and shape. The proposed method 1s
developed by multi model-texture features and RBF kernel
based support vector machine. The overall classification

accuracy of the proposed method 13 96.8% but the
existing methods RBF and SVM produce 91.32 % and
94.32% respectively. The developed methods for feature
extraction and classification of cervical cancer can be
amalgamated to develop a CAD system. This system
would be beneficial to radiologists for precise localization,
diagnosis and interpretation of cervical cancer on PAP
sIrear unages.
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