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Abstract: Today most information interchanges are performed in the internet. In the environment, internet
attacks continue to mcrease. So, the methods used as intrusion detective tools for protecting network
systems against diverse attacks are very important. The skills of mtrusion are getting more powerful
continuously. However, the detection techniques have been hard to catch up with these attacks. Therefore,
we need good tools for intrusion detection. Many researches for intrusion detection have been studied.
Most of them had a difficulty m classifying intrusions from networks accesses in the case of new patterns
of intrusions which were not experienced by predictive models. In this study, we propose an efficient
method to settle the problem. Our model is constructed by combining evolutionary programming into
support vector machine. This model is able to detect new attacks as well as experienced attacks. We verify
an improved performance of our model using KDD Cup-99 task data designed by DARPA.
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INTRODUCTION

In recent years, mnternet attacks which are demal of
service (Dos), distributed denial of service (DDoS),
unauthorized access from a remote machine (R2L),
unauthorized access to local root privileges (U2R) and
probing continue to increase. So, the teclmologies to
protect systems from the intrusive attacks are needed.
Continuously the techniques of intrusion have been
cleverer than the slkalls of detection. Attack programs
have been widespread by anonymous sources and thus
individuals without related knowledge can do intrusion.
This 18 a reason why the crimes of information
securities have been increased recently. Anybody can
do cracking, DoS and so forth, to do considerable
damage to network systems using attack programs from
the internet. The paradigm change of intrusion has been
already begun. We have found tlis seriousness from
the cases which are DDoS in Yahoo and Amazon web
sites harmed by attacks. Most existing models for
information securities were constructed by training only
known intrusive examples!"?. But these have had a
difficulty to detect new ntrusive patterns which were
unknown. So, novel researches for mtrusion detection
system have been studied by multiple disciplines!.
Many works for intrusion detection have been
published using machine learning algorithms such as
neural networks, fuzzy set theory and Support Vector
Machine (SVM)F**4 But these models had some
propose an Evolutionary

(ESVM)  for

problems™"™'%  So, we

Support Vector Machine mtrusion

detection. Our ESVM is constructed by combining
evolutionary programming into SYM. Proposed model
can overcome the problems of existing models. The
approach of ESVM is to make the detectable model for
new attacks patterns as well as known attack patterns.
Using ESVM, we are able to detect mtrusive patterns
which are known and unknown. In the experimental
results, we verify improved performances of ESVM
using KDD Cup-99 task data designed by the Defense
Advanced Research Projects Agency (DARPA)Y™™,

RELATED WORKS

Intrusion detection: Attacks on the internet are
commonplace. A network intrusion called an attack 1s a
sequence of related actions by a malicious adversary
whose goal is to violate some stated or implied policy
regarding appropriate use of a network. Examples
include stealing protected data, denying service to a
user or group of users, or performing probing actions in
an attempt to gain information in preparation for an
attack. Growmng reliance on the internet and worldwide
comnectivity has greatly mcreased the potential damage
that can be inflicted by such attacks!™. Intrusion can be
defined as any set of actions that attempt to
compromise the integrity, confidentiality or availability
of a resource. In the network systems, it refers to any
unauthorized access, unauthorized attempt to access or
damage, or malicious use of information resources!!l.
Detection of anomaly patterns 1s computationally

expensive because of the overhead of keeping track of
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and possible updating several system profile metrics, as
it must be tailored system to system and sometimes
even user to user, due to the fact behavior patterns and
systemn usage vary greatly.

Evolutionary Programming: Evolutionary Programming
(EP) is not Genetic Algorithm (GA) because EP
emphasizes the development of behavioral models and
not genetic models. In evolutionary process, a
simulation of adaptive behavior 1s able to derive EP. We
find optimal behaviors from a space of observable
behaviors 1n evolutionary process. So, the fitness
function consists of measures by behavioral error of
mdividual. The crossover of GA 1s not implemented in
EP. The mutation is only used in EP. EP is another
member of the EC (Evolutionary Computing ) family. EC
is a special type of computing, which draws inspiration
from the process of natural evolution. The fundamental
of EC relates powerful natural evolution to a particular
style of prohlem solving, that of trial and error™.
Environment, individual and fitness of the basic EC are
linked respectively problem, candidate solution and
quality of the natural evolution to problem solving. EP
15 origmally developed to sunulated evolution as a
learning process with the aim of generating artificial
intelligence™-*. Intelligence is viewed as the capability
of a system to adapt its behavior in order to meet some
specified goals m a range of environments. EP 1s
typically used for continuous parameter optimization. In
this study, we combine EP into SVM to construct an
efficient tool for intrusion detection.

Support vector machine: The learning is to construct a
claim by observing data. The learning procedure
containg from this till performing experiments and
making conclusion. Statistical Leamning Theory (SLT)
developed by Vapnik!?. SLT is perhaps the best
currently available theory for fimte sample statistical
estimation and predictive learning. Tt has three types
which are SVM, Support Vector Regression (SVR) and
Support Vector Clustering (SVC). SVM, SVR and SVC
are respectively classification, prediction and clustering
tools™**!%  All types of SLT are based on support
vector. The approaches of support vector are projection
instances into high dimensional spaces, learning linear
separators with maximum margin and learming as
optimizing upper bound on expected error. The
classification problem of SLT can be restricted to
consideration of the two-class problem. In this problem
the goal 13 to separate the two classes by a function
which is induced from available examples. The goal is to
produce a classifier that will work well on unseen
examples, that is, it generalizes well. Consider the
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problem of separating the set of training vectors
belonging to two separate classes,

D={(x,y; 0L .(x,y)h xeRY, yef-1 (D)

with the hyperplane,

{(w,x)+b=0 (2)

The set of vectors 1s said to be optimally separated
by the hyperplane if it is separated without error and
the distance between the closest vector to the
hyperplane is maximal. There is some redundancy in (2)
and without loss of generality it s appropriate to

consider a cancnical hyperplane!?. Where the
parameters w, b are constrained by,
m_in|(w,xi)+b|:1 3
1

This incisive constraint on the parameterization is
preferable to alternatives in simplifying the formulation
of the problem. In words it states that: the norm of the
weight vector should be equal to the inverse of the
distance, of the nearest pomt n the data set to the
hyperplane. A separating hyperplane in canonical form
must satisfy the following constraints,

yi[{w.xp)+b 2L i=LK,l )

The distance d (w,b; x) of a point x from the
hyperplane (w,b) 1s,

(5)

The optimal hyperplane is given by maximizing the
margin, subject to the constraints of (4). Tlis approach
of SVM 1s used for the prediction model, SVR and the
clustering model, SVC¥"***% S0 SVM is a powerful
learning machine. But, there are some problems in SYM.

ANINTRUSION DETECTION MODEL USING
EVYOLUTIONARY SUPPORT VECTOR MACHINE

To develop an efficient model for intrusion
detection, we combine evolutionary programming into
SVM. SVM 1s a learning machine to classify data by
determining a set of support vectors, which are
members of the set of training inputs that outline a
hyper plane in feature space!?. SVM is based on the
1idea of structural risk mimimization, which mimmizes
the generalization error, that is, true error on unseen
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examples. The primary advantage of the SVM is binary
classification and regression that they provide to a
classifier with a minimal VC-dimension"”, which implies
low expected probability of generalization errors. SVM
provides a generic mechanism to fit the surface of the
hyper plane to the data through the use of a kernel
function. The user may provide a function, such as a
linear, polynomial, or sigmoid curve, to the SVM during
the training process, which selects support vectors
along the surface of this function. SVM offers a good
performance because the optimization is convex'?. But
the optimal determinations of kernel parameters and
regularization parameter are the problems of SVM. In
general, these are selected by the arts of researchers. In
this study, we overcome the problems using combining
EP into SVM. That is, the parameters of SVM are
determined by optimal search of EP.

In our research, all attacks are classified as +1 and a
normal is classified as +1. In ESVM, our goal is to
construct the hyper plane for optimal separating. To
make this hyper plane, we need to maximize the
quadratic form (6) subject to constraints (7).

! 1 1
Wioy =Y o, 752051051K(x1,x1 .Y, (6)
i=1

i,1=1

1
Yy =0, 0<a =C, i=12,...1 (7)

i=1

where, x and y are shown in (1). K( ) is a kernel
function. The kernels for three common types of SVM
are polynomial function, radial basis function{RBF) and
sigmoid function™. In (6) and (7), the kernel parameters
of K{ ) and regularization parameter C are determined
efficiently. So, we propose ESVM for solving the
problem of optimal determination. EC including EP are
search method for optimization problems, in which a
mechanics of natural evolution principle is used to
obtain the global optimal solution. They have been
demonstrated considerable success in combination with
other machine learning methods™® . In the following,
we show an algorithm for efficient selection of the
parameters.

Step 1. (Initialize)
(1-1) Let t=0;
(1-2) Create an initial population;
G, = (W, Qe L,
Wh..: parameters of kernel function
C: regularization parameter
Step 2. (Repeat until stop conditions)
(2-1) Evaluate the fitness of as f(i,);
(2-2) Mutate to produce 0,£0,;
(2-3) Let t=t+1;

The stop conditions in the above consist of two
cases of terminated recquirements. Firstly, the process of
ESVM algorithm 1s stopped when the total number of
fitness evaluations researched a given limit. Secondly,
for a given period of time, until the fitness improvement
is remained under a threshold value, our algorithm has
been stopped. In above mutation in step 2, we draw z
from N(01) which 1s standard normal distribution.
According to the comparison of fitness value, we are
able to select i, as the following.

Draw z ~N(0,1);
v, =i1+zforall;iefl, .. n}
If (f(i<f(y.) then i, = i;; else i, =y, ;

In this study, we use lft value(LV) measure as
fitness function. Lift is typically calculated by dividing
the percentage of expected response predicted by the
data mining model by the percentage of expected
response predicted by a random selection. For example,
suppose that 2% of the customers mailed a catalog
without using the model would make a purchase.
However, using the model to select catalog recipients,
10% would make a purchase. Then the lift 18 10/2 or 5.
Lift may also be used as a measure to compare different
intrusion detection models. Since lift is computed using
a data table with actual outcomes, lift compares how
well a model performs with respect to this data on
predicted outcomes. Lift indicates how well the model
improved the predictions over a random selection given
actual results. Lift allows a researcher to infer how a
model will perform on new data. Generally the lift value
is defined as the following™*!.

fitness. . — LoPPOISe _ percentile ®
Y " Raseline Liftvalue

In above equation, response percentile  1s
percentage of the number of correctly predicted attacks
using constructed model and Baseline LiftValue is the
base line lift value which 1s the predicted result by
random selection without modeling. For example, a
model has twice improved performance when its L.V is 2.
We summarize our algorithm in (Fig. 1).

In above process, m EP step, we efficiently
determine kemel parameters and regularization
parameter using EP. Using optimal parameters from EP
step, an improved model for intrusion detection is
constructed in SVM step. Next, we are able to classify
attacks from diverse intrusions.

Our ESVM has a problem of computing time
because EP search cost adds to SVM computing time.
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Table 1. Data summary

Fig. 1. ESVM Process

Training data
L
Expirical distribution
Random number
U; ............................................ generator
Bootstrap samples ~ue.n
|2 B 4
8, 8, 8, 8,
| I N v
ESVM

Fig. 2. Bootstrap for ESVM

To solve our computing burden, we consider bootstrap
re-sampling™.

In Fig. 2, we construct ESVM model by bootstrap.
Using re-sampling by random number generated from
uniform distribution between 0 and 1, small training
samples are made. We make ESVM model using small
samples nstead of large traimng data. So, we are able to
reduce the computing time of ESVM.

RESULTS

Our experimental data which were the network
packet data from KDD Cup-99 to evaluate the accuracy
of intrusion detection were acquired from the 1998
DARPA intrusion detection evaluation program!”. The
data were designed by DARPA for the program of
] They were based on
an enviromment to acquire raw TCP/IP dump data for

intrusion detection evaluation!

a local area network. The data consisted of diverse
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EP s
e Classes Data size
Input Initial population of kernel and regularization parameters ggﬁ ;211:0‘2 t;rcl)[;ﬁ3’883’ 370
. U2R 42 from 42
Output | Optimal parameters of SVM Probe 2,055 from 41,102
Non-attack 48,639 from 972,780
SVM step
Table 2: Evaluated results in competitive models
Input Output from EP step Models Accuracy (%) Computing time (sec)
ESVM 96.4 4,593
. . . : ESVM with Bootstrap 95.6 1,736
Oulput An effici . ’
b ient model for intrusian detection SVM Polynomial 78.5 2,439
RBF 93.9 2,543
Intrusion detection step Sigmoid 80.4 2,675
Logistic 9.8 1,844
Input Output from SVM step Gaussian mixture 90.4 1,934
Output | Clasgify attacks attacks. In Table 1, the attacks and non-attack classes

and their data size are shown.

In Table 1, Dos, R2L, U2R and Probe are demal of
service, unauthorized access from a remote machine,
root privileges
surveillance and other probing respectively. Non-attack

unauthorized access to local and
15 not included in any attacks. It 1s difficult to analyze
the data because above data are very unbalanced. Dos
attack patterns dominate other attacks and non-attack
patterns. So, we consider a solution of the problem. To
construct an effective model for intrusion detection, we
use all 2R instances and sampled with probabilities
proportional to size among DoS, R2L., Probing and
Nomn-attack. Consequently we experiment using sampled
data set m Table 1. Our experimental result of
performance evaluation in the comparative models is
shown in the Table 2. We compare ESVM with popular
models which are logistic regression, Gaussian mixture
model and SVMs with different kernels!*'**-*7,

In the experiment, we compare the accuracy and
computing time in the competitive models. The
accuracy of ESVM is the best in the models in above
results. But, 1t takes a lot of computing time. So, ESVM
using total training data is not efficient. The
performance of each SVM 1s severely varied according
to its kernel type. The RBF kemel of SVM is the best
among 3 kernels m our experiment. Generally the kernels
of SVM are dependent on given training data set. To
conclude, we verify an improved performance of ESVM
with bootstrap re-sampling by accuracy and
computing time.

CONCLUSION

In this study, we propose ESVM with bootstrap
re-sampling model for an efficient model for mtrusion
detection. EP and SVM have been used m machine
learning including pattern recogmtion, optimization and
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so forth. In our ESVM, we combine EP into SVM to
construct an mtrusion detection model. We verify an
improved performance of our model by the accuracy
and computing time using KDD Cup-99 data set which
is DARPA project. In our experimental results, we find
that the performance of ESVM 1s mmproved. In future
works, we will study on combining diverse evolutionary
algorithms mto support vector regression{SVR) and
support vector clustering(SVC) to efficient regression
and clustering models.
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