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Abstract: Quality of Service and multimedia networking add new dimensions to the distributed multimedia
applications. Approaches of congestion avoidance such as Random Early Detection favour TCP flows. Active
queue management schemes like FRED support fairness, but, punish misbehaved, non-TCP flows. These
mechanisms result in a significant performance drop in Quality of Service for multimedia flows because most
of these flows use UDP. RED 1s the most popular AQM m IP routers since it reduces delay, compared to the
traditional Drop Tail. Even though the delay 1s low, the delay variance or jitter is noticeable. Hence this work
aims at addressing reduction of jitter while improving throughput. The design comprises a novel scheduler that
works with an active queue management scheme. This scheduler has a single FIFO structure at the output
queue of the IP router. This single FIFO removes the limitation in sorting complexity with the number of active
flows. The proposed work uses per-packet time-stamping to enhance jitter management of multimedia flows.
The ns-2 simulation results show that there is a significant reduction in jitter with the new scheduler.
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INTRODUCTION +  Rate-based AQMs which control the flow rate.
»  Queue-based AQMs that monitor the queue at the
congested link. Adaptive Virtual Queue (AVQ) uses

virtual queues for congestion avoidance!™.

As more and more orgamzations use the Internet for
their multimedia applications, there is significant rise in
the research interest on Quality of Service (QoS).
Xiao et al!"! provide an overview of QoS in the Internet.
The various QoS parameters acceptable for applications
are throughput, delay, delay variation (jitter), loss and
error rates. For example TP telephony applications insist

Random Early Detection, RED™ comes under the
queue-based scheme. RED had been recommended by
TRTF at the TP routers®!. Due to the characteristics of RED,
TCP flows are benefited and UDP flows are punished. But
on bounded jitter. due to 1is

The best-effort Internet model does not meet the

retransmission and acknowledgement
techniques, TCP 1s not suitable for real ime multimedia

growing QoS demands of business and user commumty
applications. The IP routers play a major role in
supporting QoS for such applications. Scheduling and
Active Queue Management (AQM) are the two ways to
support QoS in TP routers. AQM determines at the input
queues which packets to be dropped. The scheduler
at the output queue decides which packet to send next
through the link®. The role of the schedulers is significant
in enhancing the delay and jitter characteristics of
multimedia applications including Video on Demand
(VaD) and videoconferencing. AQM!" can be classified
mnto two classes.

flows. User Datagram Protocol (UDP) is the preferred
protocol for these. Hence alternative solutions are
needed to support distributed multimedia flows in the
Internet.

The QoS constraints for these flows normally require
throughput, delay and jitter as important parameters. Qut
of these, throughput and one of the others (delay, jitter
etc.) is NP complete!”.

There had been many research works going on with
delay as cne of the QoS parameters™*'?. Delay is not
taken m this work as a QoS parameter. Though RED
reduces the average delay of packets, it increases the jitter
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of non-bursty (UDP) streams and hence their play out
buffer requirements, thereby negating at least in part
the gains on the lower mean delay. Tt is then expected that
the audio quality perceived at the destination to be
mediocre!'?.

Another problem with RED is choosing appropriate
RED parameters which are an open problem™! The
authors have proposed an alternative two-class model
with of a proactive AQM mechanism!'?. An improved
version is Gentle Flow-based Proactive Queuimng, GFPQ!.
These two resulted in improved throughput. In this work
the authors have taken jitter as the other parameter, since
they are dealing with non-interactive multimedia
applications where throughput and jitter are the two
important QoS parameters
This paper focuses on:

*  Link utilization
+  Buffer utilization
*  Less litter compared to FIFO and RED

The Contributions of this study are:

+  Modified calendar scheduler for ns-2

»  Modified real time scheduler for ns-2

*  Better QoS through improved jitter and throughput
for multimedia flows

RELATED WORK

This section presents a survey on relevant research.
Earlier research classifies scheduling algorithms mto
those with and without jitter control"”. If the scheduler
does not consider jitter control it suffers from over
allocation of buffer space at the receiver end. Titter is
reduced as the packets ammive at the receiver with
consistent inter arrival times. Delay jitter is defined as the
Standard Deviation of the delays experienced by packets
traversing between two points™.

Service provider could also provide better QoS
as delay jitter is an important QoS parameter for
non-interactive applications like VoD.

There is also a considerable amount of research work
going on for delay only and loss only schedulers. They
differentiate effectively only in delay and loss,
respectively and the combined delay and loss scheduler
differentiates effectively in both delay and loss™.
Timestamp schedulers that consider reducing delay are:
Weighted Fair Queuing', Worst-case Fair Weighted
Fair Queuing (WIFQ), Virtual clock™ and self-clocked fair
queuing™!. Fair Pricrity Queuing (FPQ) algorithms
approximate Generalized Processor Sharing (GPS) policy.
The disadvantage of FPQ is that it needs per session

basis buffering. WFQ has worst case virtual time
complexity of GPS 1.e, O(n). Algonithmic complexity of
implementing a priority queue for N arbitrary numbers
is  O(log n). Both WFQ and WFQ maintain a reference
GPS server. WFQ has atime complexity of O(n) which can
be brought dewn to O(log n) in WFQ and Virtual Clock
schedulers do not maintain any reference GPS server.
Therefore, their tme complexity 1s O (log N) per packet.

A family of scheduling protocols, called Universal
Timestamp-Scheduling, is defined in"” to forward packets
in this network such that all members of the protocol
family provide the same upper bound on packet delay as
Virtual Clock scheduling. A bounded-delay server
ensures that no packet along a channel will spend more
than its delay bound in the node. Real-time packets, which
are mneligible for transmission, are kept in a queue from
which they are transferred to the scheduler as they
become eligible.

This queue is maintained as a set of calendar
queues™; packets are inserted in a queue indexed by their
eligibility-time and all the packets that are in the queue
indexed by the current time become eligible™. Stratified
Round Robin"? is a fair-queuing packet scheduler
which has good faimness and delay properties and
low quasi-O(1) complexity. This provides a good
approximation of Weighted Fair Queuing and the
scheduler, despite its low complexity, exhibits a constant
single packet delay bound, mdependent of the mumber of
flows. Some rate-guaranteeing schedulers assign
timestamp to each mncoming packet and queue the packets
at the output queue in order of increasing timestamp. The
packet with least timestamp 1s scheduled to the output
link. Examples of theses schedulers are WFQ™, Time shift
scheduling”” and Frame-based fair queuing™™!.

This method differs in assigning timestamps as
follows: The favoured flow’s interarrival time at the time
of enqueuing is taken as reference. At the scheduler, the
Jitter manager works in such a way that the local delay
jitter bound is maintained for only one pair of packets at
a time. Thus the implementation requires only soft states
to be maintained.

This study combmes the concept of time stamping
with holding time. The jitter manager and scheduler work
as follows:

The jitter manager does the regulating phase by
delaying the packets that arrive early. This 1s done by the
timestamp-based local delay introduction so that the
packets arrive at the receiver with almost same delay
variation. The scheduler is a simple FIFO scheduler that
sends the packets as per their time stamp.

This study is simulated in ns-27 and evaluated on
two schedulers: the calendar queue and the real time
scheduler.
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scheduler™

Calendar queue scheduler: Calendar
comprises of buckets that is an array of linked lists. Each
list comsists of the events scheduled and the tune at
which they have to be dequeued. The array consists of
entries like bucket (0), bucket (1), etc., Each entry of the
bucket array will point to a list consisting of events. The
events will be inserted mto the list based on the priority.
While dequewmng, the list of events from bucket (0) 1s

removed first and then bucket (1) and so on.

Real time scheduler: The real-time scheduler attempts to
synchromze the execution of events with real-time. It 1s
implemented as a subclass of the list scheduler in ns-2 .
Real time scheduler delays the dequeue process for a
certamn amount of time and dispatched all the packets
whose dispatch time 1s equal to or less than the current
time.

PROPOSED UNIFIED SCHEME

This study now combines the AQM and the
scheduler as a unified mechanism. REDM can act as the
active queue management (AQM) for best effort Internet.
TCP 1s not suitable for multimedia applications such as
interactive and non-interactive video on demand and
videoconferencing.

RED scheme starts droppmg packets randomly
before the buffer gets full. Thus, it forces the mcrease n
the number of drops, which eventually reduces the
throughput but avoids the congestion. With regard to the
parameter called delay, there occurs large variation
between the delay times of packets. This situation results
in jitter, which reduces the overall performance and
efficiency when considered for real time applications like
multimedia.

The proposed scheduler works with the GFPQ AQM
designed by the authors!>'®. It had been shown that with
the novel AQM mechanism, the throughput for the UDP
flow could be mmproved while maintaimng fainess to
other flows. However, for non-interactive multimedia
applications such as VoD, it is important to have reduced
jitter also. This work aims at a novel scheduler at the TP
router that gives better QoS through mmproved jitter.
Performance evaluation for the new unified scheme 1s
done and presented in a later section.

PROPOSED SCHEDULER

The packets of the favoured flow are given
timestamps as they are enqueued. A non-interactive
multimedia application’s flow is taken as the favoured
flow for which jitter 1s to be improved. The scheduler is

modified in such a way that this flow gets the desired
QoS. The jitter manager module 15 added to the original
scheduler. This ensures the packet sequence as well as
the constant delay jitter.

For the discussion here the defimtion of flow 1s
taken from™. A flow r is an infinite sequence r0, 11, 2...,
of nonnegative real numbers. Informally, each 1,
represents the number of bits or packets that travel in
flow at instant 1.

The throughput is required to be bounded by the
following:

§1<1 < C (1)
i=1

Where C is the bandwidth of the bottleneck link and K; is
the desired rate of the ith flow.

Jitter manager: The jitter manager module takes jitter
control for our favoured flow. The mteramrival time, IAT of
two adjacent packets of the flow [t,, t2] 1s found out.

Diff = t,, (2)

Figure 1 certain threshold which 1s nothing but the
desired jitter upper bound D, the second packet is
delayed by [Dy.-Diff]. Thus the delay is always
maintained at this threshold. Wherever possible, this
delay is maintained at most at the threshold value.

TSprey

< Dy 3

Where

TSprew Timestamp of the previous packet
TSy Timestamp of the current packet
Dy Upper bound of local delay jitter

Favoured > Jitter »

o mansger Scheduler [—

Other flows

Fig. 1: Titter manager in the jitter-guaranteeing times
tamp scheduler JGTS
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Because local jitter is bounded, end-to-end jitter is
also bounded.

Jitter management algorithm: The algorithm for the jitter
manager is presented below: The term current event’s
timestamp is calculated once it enters the incoming queue
(enqueued). In default calendar scheduler, the events
clock time refers to the sum of clock time and the line
delay. Tt refers to the time at which the event is to be
dispatched. That is,
ascending order of event clock times m calendar
scheduler.

If the flow is our favoured flow, then the current
event’s timestamp is compared with the previous one’s
timestamp. If the current one 1s less, then it means that it
has entered the incoming queue long ago before the
previous packet. So in order to ensure the constant delay
jitter, the difference is found. If this difference value is
less than bound then the current event 15 delayed by the
(bound-difference) value. This means that the current
event is delayed for just the constant delay time and
allowed in. In the same way, the jitter manager works for
the real time scheduler also.

At last the current event’s timestamp and event clock
time is stored for the purpose of comparing with the next
arriving event. Ordering is important to reduce the time
complexity involved in reordering at the receiver. The
relative ordering of the packets is maintained in the IP
routers themselves through the timestamps.

the events are scheduled in

Time complexity: A small set of operational statements
added to the existing scheduler does not affect the time
complexity. Hence the time complexity of the new
scheduler algorithm with jitter manager remains at O (1).

PERFORMANCE EVALUATION

This section presents the simulation results obtained
through ns-2 simulator™.

Simulation environment: The dumbbell topology is used
in the simulation studies. The flow sources are named S,
to Syand destinations are D, to Dy,. The sources send TCP
and UDP traffic via two routers R, and R, The TCP
sources use the Reno algorithm and UDP sources send
CBR traffic.

The first router uses Drop Tail or one of the AQMs,
RED or GFPQ. The simulation experiments were run with
10 flows mtroduced by the 10 nodes. Two of these are
UDP out of which the second flow 1s taken as the
favoured flow. The UDP send packets at a constant rates,
which summed over all UDP sources equals 30% of the

bottleneck speed. TFor scalability evaluation, the
experiment was run with 100 flows out of which 20% are
taken as multimedia flows using UDP. The link between
R1 and R2 is taken as the bottleneck link with the line
capacity C as 10 Mbps and 50 Mbps i the two sets of
experiments.

Performance in terms of throughput: First the
throughput is analyzed for the favoured flow in the case
of RED scheme with calendar scheduler with that of real
time scheduler.

Greater throughput is achieved for the favoured flow
with the real time scheduler for a wired environment
consisting of 10 nodes with the runtime of 1600 sec with
p = 2. Moreover the scheduler part is modified in such a
way that the favoured flow packets are allowed with a
constant delay, which reduces jitter.

Tt is well known that throughput of the UDP flows
suffer when RED is deployed as the AQM. However, with
the modified real time scheduler, the throughput is seen to
increase by 2%.

For better understanding of the evaluation, the
Figures are drawn using exclusive tools. Fig. 2 shows the
throughput of the multimedia flow for the “100flows’
experiment.

Scalable jitter management: The delay jitter is measured
by the following formula for Standard Deviation (SD):

S :\/Z(X—M)Z;’n -1
Where

S = Standard deviation

¥ =TIndividual Interarrival Time (TAT)
M = Mean of all interarrival times

n = Sample size

The same experiment was now run for the AQM of
RED at the mput queue and the old and modified
schedulers at the out put queue. The results presented
depict four scenarios:

s Calendar scheduler+RED for 10 flows
+  Calendar scheduler+RED for 100 flows
s Real time scheduler+RED for 10 flows
*  Real time scheduler+RED for 100 flows

In all these cases, both the original and the new
schedulers were tested.

Figure 3 shows that best performance improvement
1s seen with the real time scheduler, with reduction 1n SD
being more than half. The simulation results show that
the new scheduler exhibits linear behaviour. As the
number of active flow mncreases, SD also increases.
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However, with the new scheduler the value of SD is
brought down. The second set of experiments was run
with real time scheduler only as this gives a better jitter
performance.

Unified jitter management scheme’s performance: The
previous set of experiments were performed with one
AQM, namely RED and the old and new schedulers. The
second set of experiments were conducted for the umfied
scheme tested with DropTail, RED and GFPQ.

Figure 4 shows that the SD is reduced for all the
three schemes. The jitter reduced by 10% in all these
cases. But the jitter reduction 13 prominent with GFPQ.

Impact on overall throughput: Figure 5 shows the
comparison of throughput for the multimedia flows with
the RED and GFPQ schemes along with the traditional
Drop Tail queue. It is maximum for the GFPQ+new
scheduler combination. The throughput of GFPQ 1s seen
to improve by 12% compared to RED and by 9%
compared to Drop Tail

CONCLUSION

An unified jitter management scheme mntegrating an
active queue management with a novel real time scheduler
15 designed and implemented. The new scheduler with a
jitter manager is tested for performance in the wired
environment and the results are compared with the
original real time scheduler available with ns-2. Tt is
observed that the jitter value has improved and weighed
against the traditional schemes. This modified scheduler
also increases the throughput value notably compared to
the original one.
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