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Abstract: An improved Particle Swarm Optimization (PSO) algorithm 1s designed for TSP solving based on the
mformation communication and dynamic work allocation. A strategy of mformation communication among

particles with greedy idea is proposed so as to make a particle gain more useful information from other particles.

The general algorithm frame of P3O is also enhanced, combined with dynamic work allocation strategy to keep

the balance between the searching efficiency and solution quality. Some experiments are conducted and

demonstrate that our improved PSO algorithm for TSP problem is efficient and promising.
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INTRODUCTION

Traveling Salesman Problem (TSP) 1s a typical NP
complete problem™. Though it is simple in describing TSP
mathematically, there is no any definite algorithm can be
used to solve TSP in polynomial time. Many complicated
problems in different areas can be abstracted and changed
to TSP. So it 18 very important, both in theory and in
application, to find a method to solve TSP in polynomial
time. Nowadays Swarm Intelligence (ST) techniques are
developing quickly, many evolutionary computational
algorithms, such as Genetic Algorithm (GA), Ant Colony
Optimization (ACQ) are used to solve the combinatorial
optimization problems such as TSP®,

Particle Swarm Optimization technique, which is
different from GA, was first proposed by Kemnedy and
Eberhart in 1993, The particle is defined as an individual
without volume and mass and a unified simple behavior
regulation is followed by each particle. Then the very
complicated characteristics will be appeared for the whole
particle swarm. And this phenomenon can be used to
solve complicated optimization problem. Tt has been
successfully used in many research areas such as
function optimizatiorn, fussy system control, ANN traimng
etc and has become a new and hot spot of research in
the world.

TSP and PSO algorithm
The mathematical modal of TSP: TSP can be described
as: A salesman is going to travel a number of cities for

selling. Starting from city #1 he must passes and stops at
each of all the rest cities for only once and then returns to
city #1, the most cost-efficient path is to be found. If the
distance 1s considered only as the cost, to find the best
path T = (t1,t2,... tn) is the same as to make following
target function minimum

n—1
F(T)=Yd(t,t,)+d(t 1)
i=1

t; is the numbering of the city which is a natural number
between 1 and N, dit; .t;) denote the distance from city i to
city  and for symmetrical TSP d (t,t) = d (t, t).

For TSP, the solution searching space increases
rapidly as the total number of city increases and this leads
to the “combination explosion™ phenomenon. For
instance, the total number of city N = 100, the total
number of sclution paths possible will be 4.67%10'°, It is
very difficult to search the best solution in such a huge
space. Finding out an efficient algorithm to solve TSP has
remarkable significance both in theory and in application,
so, many investigators are attracted in this research area.

Basic PSO algorithm: As an evolutionary algorithm, PSO
has characteristics of both the evolutionary computation
and swarm intelligence. To realize the best solution
searching i complicated space, the fitness of the
individual particle s valued in the process of cooperation
and competition among individuals. In PSO, every
individual 1s regarded as a particle without volume and
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mass in an n-dimensional space. Each state of a particle
can represent a reasonable solution for the optimization
problem and a value of fitness will be calculated for the
particle according to target function. The particle’s
moving direction and distance in solution space are
decided by its velocity of flymng. The particles move
around the particle which has the best fitness. The optima
will be found after several generations of evolution. There
are two extrema in each generation, the best solution for
a particle n its lustory pbest and the best solution for the
whole swarm. gbest. A particle renews its velocity and
position according to the following equation:

Vit 1 = w(t) + o (1(p; (1) — % (1) + o, (g (1) —x, (1))
XD =5+ v+ 1)

(2)

Here, x(y) represents the position of the current
particle at time t. Vi(t) denotes the velocity of the current
particle. The subscript j represents the jth dimension of
searching space and i represents the particle i and t
represents the tth generation, cl,¢2 denote the constant
of acceleration, r1,r2 denote independent probability
function. Please refer to referents™ for The detailed
description about PSO algorithm.

The modified PSO algorithm: The above equation for
basic PSO has been applied to continue optimization
problems successfully. But for discrete optimization
problem, such as TSP, the velocity of particle 1s hard to be
expressed because the position of a particle is coded
according to visiting sequence of cities. For TSP the
Eq. 2 and 3 must be modified. An attempt has been done
in referent™ An equation for discrete optimization was
constituted to renew the particle velocity and position but
the testing result of the algorithm proposed in referent™
is not efficient enough because standard PSO is adopted
mn that algorithm. We improve the effect by introducing
the strategy of information communication among
particles and dynamic work allocation among classes of
particle swarm in this study.

Strategy of information communication among particles
with greedy idea: To overcome the wealkness that it is
easy to drop into local minimum in standard PSO
algonthm, a strategy of infonmation commumication among
particles with greedy idea is designed to strengthen the
diversity of the particles and to speed the convergence
process.

In the renewing process of position and velocity, a
particle absorbs the better historical experience of the
neighboring particles, remains better sub-path of its own

and constitutes a new particle. The new particle continues
the operation of renewing position and velocity. To carry
such a strategy the Eq. 2 and 3 are modified as following:

Vi =WV, @1y, — ) o, —x,) @ P(p, -x,) @

X =X+ Y &
Here, P, P;, P, denote the neighboring particle
positions, the best position of the particle to be renewed,
and the best position of whole swarm particles

respectively, “@® " represents the combination operator of
city order exchanging in velocities addition'”, *-”

represents  subtraction operation of the particle
positions'™, “+” represents addition operation of the
particle position and velocity®™, “® 7 represents

information communication operation of the particle
position and velocity and v(p,-x;) represents information
communication operation between particle 1 and its
neighbor particle m with the probability, v respectively.
The larger the parameter is the more frequent
communication takes place between particles. With this
information communication strategy it 1s easy for particles
to jump out from local optima as shown mn Fig. 1.

In the basic PSO, only particle g, passes
information to other particles, the information transfer in
single direction and the whole iteration process follow the
current best solution. If the current best solution can not
be renewed in a long period of time, the particles get
together and their velocity will decrease to near zero. This
phenomenon limits the search range of the particles,
which makes algorithm fall into the local optima
prematurely. With the strategy of information
communication among particles proposed in this study,
the historical experience of all particles 1s shared and the
particles not only follow ghest simply but get beneficial
information from neighbor particle as well. The
information sharing and communicating are very
profitable for enhancing search ability of particles and it
1s helpful for global optima finding.

Figure 2, shows vl, v2, v4 represent the partial
velocity vectors produced under the influence of the
gbest particle, pbest particle and the neighboring particle
32, respectively. V3 1s the velocity of S1 itself. Under the
effect of v1, v2, v3, v4, particle S1 moves to S3 with the
velocity of V5. Then the particle S1 will start to move form
53 next tune.

From experiment results we found that more
beneficial experience can be shared among particles if
high frequency of the information communication is
adopted at the beginning phase of the algorithm
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Fig. 1: Jump out from local optima m the action between
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Fig. 2: Position and velocity renew in the action between
particles

execution. But at the phase near to the end, the fitness of
particles is similar from each other and the differences
among particles get smaller and smaller. Keeping high
frequency for the information communication is not
helpful for space searching. So the probability p,, will be
taken according to the following Eq.

t
P, =06-—{0.6-02
m —_ )

max

Here, t represents the iteration number of current
generation of particle swarm and T, represents the
allowed maximum iteration generation number of particle
SWaITIL.

Suppose that S1 1s the particle to be gomg to
communicate with neighboring particle, 32 1s the lustorical
optima among the neighboring particles of 31, S17 1s new
particle constituted by the combination of S1 and S2 in
the mode of roulette. An example is shown as following:

Suppose total number of city is 10, S1 and 52 are:

8, 0 3 5 9 6 4 1 2 8 7

S, 7 9 6 4 8 2 1 3 5 0

First manipulation: Select a city randomly (suppose city
4 18 selected) and add it to 3, the neighbors of city 4 are

cities 6, 1 and 8 in 51 and S2 and also suppose city 6 and
8 are chosen to be neighbors of city 4 on the left and the
right in the new particle S1°

s, 6 |4 |8

Second manipulation: Consider the left neighbor of the
city 6, the neighbors of city 6 are cities @ and 4 in S1 and
32, the city 4 has been m1 3,, only city 9 can be the left
neighbor of city 6o

Third manipulation: Consider the right neighbor of the
city 8, the neighbors of city 8 are cities 2, 4and 7 1 51 and
32, the city 4 has been in S1° already and suppose to
chose city 2 as the right neighbor of city &, if D, ,, + D,
<8, + Dy, the city 2 is inserted between cities 4 and 8

Fourth manipulation: Consider the left neighbor of city 9,
insert city 5 between citied 6 and 9 due to the same reason
above

Fifth manipulation: Consider the right neighbor of city 8,
insert city 7 between citied 2 and 8

Sy 9 5 6 4 2 7 8

Sixth manipulation: Consider the left neighbor of city 9
and right neighbor of city 8, All of neighbor cities of city
8 and 9 have been in 51 already, the rest cities are 0, 1, 3
and suppose to chose city 0 as the left neighbor of the

city 9

slo s Jafafo s el | fof

Seventh manipulation: Chose city 3 as the left neighbor
of city 0

Sy 9 5 6 4 2 7 8 3 0

Eighth manipulation: Insert city 1 between city O and 3
due to the same reason above
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Suppose 8-3 and 5-6 are two city pairs with the
longest distance, discormect the pairs and recormect them
in changed order, then we get the final result

8, 9 5 8 7 2 4 6 3 1 0

Modified PSO with strategy of the dynamic work
dividing: A strategy of the dynamic work allocation is
proposed in addition to the strategy of information
communication between particles in this study. The
developing ability and testing ability are balanced in the
modified algorithm so as to promote the searching
efficiency and solution quality.

In standard PSO there 1s only one swarm P composed
of N particles, but in our modified PSO the swarm P 1s
divided into two classes of sub swarms, named P1 and P2
respectively, which have different searching strategies
and tasks. In this paper we suppose that there 1s only one
group 1n P1 and there are two groups in P2. The P1 15
charge of searching in the local area surrounding the
current best solution while P2 is divided into two sub
swarms i charge of the global testing in the solution
space. P1 and P2 are divided according to the average
fitness.

For sub swarm P1

Step 1: current particle is reviewed to decide whether it
needs to communicate with neighboring particles
according to probability p,, if need, the current particle
(S1) communicates with neighboring particle which has
the best solution in the neighboring area in the way
described in 3.1 and constitutes a new particle 317, if need
not, S1 will be S1°.

Step 2: 517 13 taken as current particle and its velocity and
position are renewed. The renewed particle is denoted as
S177.

Step 3: S17’ 1s receipted as a new particle 1f its fitness 1s
better than S1, otherwise, 517 will be processed with
stimulating annulling algorithm and receipted according
to probability p,, =1- p,,.

For sub swarm P2
Step 1: current particle is reviewed according to standard
PSO algorithm.

In our modified PSO two classes of sub swarms, P1
and P2, cooperate to do the searching worlk. The different
independent operations are performed inner the sub

swarm. The cooperation between P1 and P2 is realized
through the strategy of dynamic work allocation and the
diversity 18 kept by the information commurucation
between particles. The modified PSO overcomes the
wealness that all of the particles are belonged to the same
swarm and are easily gathered at local optima, which
ensure the algorithm converges to global optima of the
searching space.

In the process of iteration, the roles of P1 and P2 are
exchanged from time to time. When the best solution
searched by P2 1s better than that by P1, the roles of P2
and P1 are exchanged to keep more efficient local search
always surrounding current optima solution. The particles
in P1 are not always in P1 and so are in P2. The particles
will be re-divided once several generations.

A disturb mechamsm 1s introduced m our searching
process. When particles fall to local optima, they will be
forced to jump out by reset states of some particles.
Introducing disturb mechamism can enhance the global
searching ability. In our algorithm the fitness of particles
is tested if the current optima do not change for several
iterations. Then the particles with similar fitness and
particles with poor fitness are put into a buffer pools and
disturbed n probability, the better particles will be
returned to swarm again and divided to P1 or P2 according
to fitness.

RESULTS AND DISCUSSION

To validate the performance of our algorithm, a set of
testing data which 15 in the web sit (www.iwr. um-
heidelberg.de/groups/comopt/software/TSPLIB95/)  for
TSP is chosen. For our experiments, the running
environment 1s Celeomn 1.7G CPU, 256M RAM, Wm?2000
03, VC6.0. Two kinds of comparison experiments are
performed. One kind 1s to compare the other PSO
algorithms, data come from referents™, with ours. The
other is to compare the other evolution algorithms, data
come from referents?'", with ours.

Table 1 shows the results of the comparison, the
burmal 4 problem provided by TSPLIB is chosen for the
experiment in which the PSO algorithms proposed in
referent™” are compared with our algorithm. Every data in
Table 1 is the average from 30 times runmng. The actual
effect of our algorithm can be seen in Table 1 which
shows that the total iteration generations for our
algorithm for finding the global optima is only 0.1% to that
for the algorithm proposed in referent™™ and 2% to that for
the algorithm in referent’”.

Table 2 shows the results of comparison in which
algorithms proposed in referent™ are compared with cur
algorithm. The compared algorithms include SPSO
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Table 1: Experiment results for the algorithm proposed in this paper comparing with algorithm in referents®?

(14-1)!/2=3,113,510,400
Scale of solution space

Algorithm comparison In referent™ In referent™ Proposed in this paper
Average iteration generations 20,000 1000 20
Average searching space 20,000*1 00 =2,000,000 1,000*100=100,000 20%100=2,000

Proportion from searching space to solution space

The best result 30.8785

2,000,000/3,113,510,400=0.064%

100,000/3,113,510,400=3.211E-5 2,000/3,113,510,400=6.42E-7
(Equal to the best known result in the world)

Table 2: Experiment results for the algorithm proposed in this study comparing with algorithm in referents™

TRP The best known The average solution  The best solution  The average solution  The average solution by The best solution by

Problem sohition for TSP of classic PSO of RPAC of 8CPSO algorithm of this paper algorithm of this paper

gr2d 1272 1305 1278 1274 1272 1272

Bayes29 2020 2102 2042 2028 2020 2020

grd8 5046 5528 5265 5199 5048 5046

(standard P30O), RPAC (random probability ants group) 15007

and SCPSO (sub swarm cross based PSO). The input data i::g

come from three classic TSP, gr24, bayes 29 and gr 48 and 1440

all of.them are Prov1ded m TSPLIB. The swarm scale for all 14201 Algorithm proposed in this study

algorithms in™® is 500 but 100 for our algorithm. The results 14004 . .

. . . . . 1380- [PPSO with multi swarms cross

1 the table are the average of 30 times runming in which PSO wi .
o oo : : 1360- with genetic cross

each is limited to 200 iterating generations. The algorithm 1340 Classic PSO

proposed m this study converges to the best known 13204

solution for problems gr24 and bayes29 in the 30 times 13004 - !

running and the percentage for problem grd4& obtaining 1280+ —

the best known solution reaches 93%. In 30 times running, 12600 20 40 &0 80 100 120 140 160 130 200

all of the results are much better than the algorithms in
referent™.

Figure 3 shows the converging curves for
different algorithms including the classic PSO, the
PSO with genetic cross, the PSO with multi swarms
cross and the algorithm proposed in this study in
solving the gr24 problem. Comparing to the classic PSO
and the PSO with genetic cross, the PSO with multi
swarms cross 18  better in solution quality and
converging speed. But it is very hard for the PSO with
multi swarms cross to improve farther because, at the
all of the

particles  exchanging between sub
swarms 1s taken place only at the time when the fitness
of particle stops changing. Our algorithm is much better
than the three algorithms mentioned above both n
solution quality and converging speed, due to the

begmning, sub evolutes

independently,

SWarins

adopting of the information communication and dynamic
work allocation strategy.

In following tests the algorithm in this paper is
compared with the other evolution optimization
algorithms and the tested problems include Eil50, Eil70,
KroAl00 provided in TSPLIB also. Table 3 shows the
results of comparing our algorithm with ACS (ants
colony), GA (genetic algorithm), EP (evolution planting)
and SA (simulating annulling). Table 4 shows the results

Fig. 3: The converging curves for different algorittuns

of comparing our algonthm with GASA (genetic algorithm
with simulate annulling), SA +2-opt, PSA+2-opt and
GA+2-opt.

The problems provided m TSPLIB for algorithm
testing are in two expression forms. The distance between
two cities is expressed in integer if the computing result is
given in the parenthesis and the distance between two
cities is expressed in real number if the computing result
1s given in the square brackets. We use the data form in
real number in the experiments.

For the tests in Table 3, the swarm scale 1s 100.
The results in the square brackets refer to average
generations of 20 times rumning. The results in
parenthesis are the solution in mteger form and N/A refers
to that the result can not be gained From the results
shown 1n table 3 we can see that our algorithm s much
better than GA, EP and SA both in solution quality and
converging speed and it 1s better than ACS also in the
converging speed.

From the results shown in Table 4 we can see,
for the TSP problem of 75 cities, GA+2-opt converges
to local optima after 100 generations prematurely,
SA+2-opt and PSA+Z2-opt are gomng to conwverge to
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Table 3: Our algorithm comparing with other evolution algorithms

TSP problem The best known solution ACS GA EP SA Algorithm proposed in this paper
Eil50 427.86 427.96 N/A 427.86 N/A 427.86
{425) N/A) {428) {426) {443 {“425)
[1830] [25,000] [100,000] [68512] [332]
Fil75 542.37 542.37 N/A 549.18 N/A 542.37
(535) (535) (545) (542) (580) (53%)
[3480] [80,000] [325,000] [173,250] [624]
KroA 100 21285.44 21285.44 N/A N/A N/A 21285.44
(21282) (21282) (21761) N/A) N/A) (21282)
[4820] [103,000] N/A N/A [996]
Table 4: Our algorithm comparing with other evolution algorithms (continued)
TS8P problem The best known solution GASA SA+2-opt PSA+2-opt GA+2-opt Algorithm proposed in this paper
Eilso 427.86 427.855 431.556 431.89 443.155 427.86
425 (N/A) (N/A) (N/A) (N/A) 425
[738] [1345] [1343] [409] [332]
Fil75 542.37 542.309 560.339 560.85 566.27 542.37
(535) (N/A) (N/A) (N/A) (N/A) (535)
[870] [1693] [1718] [428] [624]
better solution from 1000 generations. Though 4. Eberhart, R.C. and J. Kennedy, 1995, A New

GASA 18 better than GA and SA, it can be not compared
to our algorithm.

CONCLUSION

The PSO algorithms have been using n the problem
of continung optimization successfully mn recent years.
But 1t 13 still a challenge in using PSO to solve discrete
optimization problems. In this paper we propose a
modified PSO based on the mformation communication
between particles with the greedy idea and dynamic work
allocation between the sub swarms. The modified
algorithm proposed m this paper can keep the balance
between the searching efficiency and solution quality.
Experiments prove that our modified PSO algorithm 1s
better than several evolution optimization algorithms in
solving TSP problems and its results are satisfactory.
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